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ABSTRACT

This document describes progress toward development of a general
capability for high resolution microwave surveillance and imaging using
large, sparse, self-cohering arrays. During the last five years progress
has been made in the following areas: understanding of the unique advan-

tages of large, self-cohering arrays; development of advanced system con-
cepts, including the air-borne radio camera; enhanced self-cohering cap-
ability and experimental demonstration of that capability; and develop-
ment of techniques for improving microwave image quality, including
handling of the high sidelobes associated with very sparse arrays. A
number of other practical issues associated with large self-cohering
arrays have also been examined.
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UP-VFRC-33-83 November 1983

HIGH ANGULAR RESOLUTION MICROWAVE SENSING

WITH LARGE, SPARSE, RANDOM ARRAYS

RESEARCH OBJECTIVES

The long-term objective of this research program was the development

of a general capability for high resolution microwave surveillance ,nd

imaging. Fundamental to such a general capability is the ability to

cohere large, poorly surveyed, possible flexing microwave arrays. Some

AL form of adaptivity, referred to in this document as self-cohering, is

required in order to form high quality beams with such arrays.

The specific objectives of the program were:

1. To expand understanding of self-cohering arrays in a broad

range of applications.

2. To understand the effects of multipath and other propagation

phenomena on the operation of large, self-cohering arrays; to devise

system concepts for minimizing the degrading effects of such propagation

irregularities.

3. To understand the effects of jamming and other interference

phenomena on the operation of large, self-cohering arrays; to devise

"system concepts for minimizing the degrading effect of these interference

phenomena.

4. To devise spatial and temporal signal processing techniques -.

which optimize the beam characteristics of large, self-cohering arrays

in the presence of noise, interference, multipath, and other degrading

phenomena.

5. To design and perform experiments to test the models, system

concepts, and theories developed in 1 through 4.

SL'K4ARY OF THE RESEARCH EFFORT

Prior to the initiation of AFOSR support, two techniques for self-

cohering were developed which use information external to the array (beacon

signals or target reflections) to aid in beamforming. Both of these self-

cohering concepts had been verified experimentally (at L-band) at our

Valley Forge Research Center test range. We refer to these two techniques

as (1) adaptive beamforming and scanning (suitable for narrow-angle

"telephoto" imaging) and (2) self-survey (suitable for wide angle surveill-

ance and imaging).



During the five years of support by AFOSR, program effort was

focused on enhancing self-cohering capability, development of spread

spectrum and nulling techniques for reducing the effects of interference

on self-cohering of real dnd synthetic apertures, modelling the effects

of multipath on self-cohered beams and experimental verification of

these models, on the development of advanced system concepts (ground-

I A based, airborne, and space-based radio cameras and forward-looking synthetic
A41

"aperture radar), on refinement of our self-cohering techniques compatible

with those system concepts, on hardware testing of self--ohering techniques

and experimental imaging, and on the development of methods for enhancing

the quality of microwave images obtained through large, sparse arrays.

The results are summarized below. Many of the significant results are de-

scribed in some detail in the Appendices.

ADVANTAGES OF LARGE SELF-COHERING ARRAYS

.N During the period of this AFOSR grant, study of the applicability

and advantages of large self-cohering arrays for a broad range of applications

4. has discovered the following potential advantages associated with those arrays:

i. Improvement in the range/power trade off in radar and communica-

tions as a result of the high power-aperture product (owing to large size).

2. Improvement in resolution and tracking (or pointing) accuracy

owing to small beamwidth associated with large arrays.

3. Lowered probability of intercept and improved interference re-

Jection in communications, direction finding, and radar owing to the small

beamwidth associated with large arrays, and owing to the high degree of null

control associated with individual-element phase control. Adaptively

"placed nulls can track moving interferers and ease sidelobe level require-

j ments.

4. Extension of the capability for high resolution searching and

• imaging in either monostatic or bistatic operation. The technology for

self-cohering of large arrays complements the imaging capability of con-

ventional synthetic aperture radar (SAR) in two ways:

a. It loosens the restriction associated with conventional SAR;

specifically, it provides for:

i. Variable, loose-tolerance flight paths by means of

* •adaptive signal processing.

-2-
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ii. Reduced data rate through aperiodic data thinning.

"iii. Reduced effects of propagation anomolies through use

of adaptive signal processing.

iv. Improved RFI suppression through adaptive signal processing.

b. It provides a real-aperture alternative to SAR for high-

resolution imaging.

S.i. No platform motion is required.

ii. Arbitrary array configuration is permitted owing to

individual-element phase control.

iii. Toler ces are looser han conventional because of the

adaptive signa± processing.

iv. Aperiodic or random thinning of large arrays provides

"greater frugality than conventional large filled arrays.

"v. Scanning is by sector (angle) as in conventional radar,

rather than strip mapping as ip conventional SAR.

DEVELOPMENT Of ADVANCED SYSTFEM CONCEPTS

SGround-based Radio Camera

The articles in Appendix A describe design concepts for a ground-based

radio camera. The system includes a single transmitting antenna and a

separate, 1024 element two-dimensional receiving array spread over a r-.gion

approximately 300 meters in diameter. The array is divided into 22 cli :ers

in order to achieve significant sharing of processing and associated re-

ductions in cost. The particular system proposed is designed to operate

over 200 sector in horizontal and vertical planes which would intercept

the approach flight pattern normally used by aircraft going into Philadelphia

"International Airport. The system would be capable of imaging an entire

15 meter aircraft at a 10 km range. A modified version of this ground-based

radio camera is currently being developed for the purpose of imaging

"ground vehicles and tracking high-speed missile trajectories, under sponsor-

ship of the Army Research Office and White Sands Missile Range [1].

Airborne Radio Camera

Reference [2] (See Appendix B, pp. Bl - B2.0) discusses the potential

value of distributing a microwave antenna throughout the airframe of the

aircraft. It shows that the increased antenna aperture can enormously

"increase the power-.aperture product. Consequently, an aircraft-size aperture

"-3-

............................... . .. .. . ... .................... o. . . .. . . - -.-



P4_

will permit significantly increased detection range or, alternatively, a

reduction in transmitter power at conventional range, thereby lowering

1 *the probability of intercept. Other potential values of the distributed

airborne array concept result from the significantly reduced beamwidth

associated with the large aperture. Specifically, the angular resolution

is improved and jammer suppression is more effective in directions
I near the direction of the target.

A critical problem with the airborne array lies in the synchroniza-

tion of the flexing aperture. Several approaches to synchronization of
an airborne flexing array have been developed [4]. These techniques use
doppler filters and range gates to isolate radar returns from relatively

small ground or sea clutter patches. The returns are treated as beacon

signals. The simplest technique permits "telephoto" imaging in the
direction toward the designated clutter patch. This technique was
successfully tested experimentally using airborne radar data obtained .

from the Naval Research Laboratory [5]. This simple technique fails,
howevcr, for nn aircraft which flies over water at high sea states.

This high-sea-state case is treated in [51 and [6] (under ONR sponsor-

ship).

Space-Based Large Array Radar
Because of the success of the aesign for the airborne radio camera,

i some preliminary concept work has been done on the application of these
techniques to space radar. One concept has been developed In which a
huge (100 km) geosynchronous-altitude phased array is created from radar

.,-.-

receivers, each on a separate vehicle. The transmitter is in a low

orbiting space vehicle. The system is bistatic. The "cloud" of receivers
"self-synchronizes on the back radiation from the low-orbiting transmitter,

the dish of which is pointing toward the ground. Data links from receivers
to the ground station permit the ground facility to organize multiple

Ij Jreceive beams that follow the transmitter. A cross range resolution of
10 to 100 meters should be achievable on the earth's surface with such
a system. The proposed concept, thuwn in Appendix C, is under discussion
with Rome Air Development Center and with NASA.

-4-
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Forward-Looking Synthetic Aperture Radar

"Another potential application of large self-cohering arrays is in

forward-looking synthetic aperture radar (see Appendix D). Such a system
S-[" could employ a weaving motion of an airborne platform to form the synthetic

aperture. The concept extends to a large, multi-platform forward-looking

synthetic aperture radar such as might be formed by a number of cruise

missiles. Initial analysis of such a system suggests that for a single

subsonic platform a crosa range resolution in the order of 0.1 meter to

* -. 1 meter may be practical at a range of 10 km. Such a system might find

application in terrain following or imaging at microwave frequencies.

Data thinning, for the purpose for reducing the load on a real-time

signal processor, would raise the average sidelobe level to -30 dB

relative to the main lobe. The peak sidelobe could be as much as 10dB

"higher than the average sidelobe level. The sidelobe level can be

reduced by increasing the data rate or by one of the sidelobe reduction

techniques de.qR-bed in Appendix G. A detailed system analysis has not

"been performed-

. HANCED SELF-COHERING CAPABILITY AND EXPERIMENTAL TESTING

The papers in Appendix E describe a number of techniques for self-

cohering of large distorted arrays. Reference [7] describes an algorithm

for cohering a radio camera and presents experimental results for a 3 cm

wavelength demonstration system using a distorted 27 m random sparse array.

The measured beamwidth of 1 mr conformed to the theory, confirming the

validity of the technique. When the physical distortion of an array

is not known a priori, the self-cohering process must be based upon

phase front measurements of the radiation from a source external to

the array. The ideal adaptive synchronizing source is a point source

radiating in free space. The phase fronts of realistic sources are '

perturbed, however. Reference (8] presents three types of practical

sources and calculates conditions under which their radiation fields are

e acceptable for adaptive beamforming. The three sources are the passive

[ * reflector, the active beacon, and radar ground clutter. Multipath and

*, - scattering of the energy radiated from a beacon or target induce phase

front distortions at the array. Reference [9] describes the effect

"-5-
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of these phase front distortions on the adaptive beamfornting procedure.

It derives a simple relationship among the loss in gain of the

I * adaptively focused array, the strength S of the scattered field relative

to the direct field, and a spatial correlation function p(6) associated

with the scattering process, where 6 is the scanning angle. The article

describes a series of experiments which appear to vindicate the theory

. and then uses the theory to determine the degradation and radio camera

scanning performance for several important cases of interference caused by

reflections. Reference (10] describes a two-dimensional (range-angle)

radio camera imaging experiment. A 39 m, X-band (3 cm wavelength) array

was formed by a cable strung between two towers, each 10 m high, on a hill.

A pulsed microwave transmitter, on the hilltop, illuminated the vicinity

of Phoenixville, Pennsylvania, from 7 km distance. As the receiver was

s • moved along the cable, echoes were recorded at random Positions. The

time-shared receiving array was badly distorted as well as time-varying.

Yet the radio camera processing produced nearly diffraction limited images

of 3 city blocks at a distance of 6.5 km in the town, and details of a

power plant. at a distance of 8.2 km. The use of two different pilot
signals or beamforming sources for the self synchronization process is

.- . demonstrated. One source is a corner reflector located in the town;

the other is a target of opportunity located in the vicinity of the

I S town.

"The paragraphs mentioned above all describe work related to adaptive

*.. beamforming of a receive only array. In reference (11[ the means is

described for self organizing a non-rigid, distributed, transmit-receive

* •antenna array for use in airborne radar; the techniques are applicable

to ground base or shipboard radar as well. Methods are described for

initializing the array using various primary microwave illuminators.
• "References [12-13] describe a phase multilateration technique for

n self cohering of antenna arrays wnich is suitable for systems which

are to be used for wide angle surveillance and imaging. Two approaches

to resolving the phase ambiguity associated with phase multilateration

are described in [14] and the probability of ambiguity error is

,i I derived for each approach. For the minimum least square error method

an efficient computational technique is introduced which permits element

position uncertainties as large as one wavelength in the presence of

phase measurement errors in the order of 1 radian. The multiple

-6-



frequency method permits element position uncertainties significantly

larger than 1 wavelength; the probability of ambiguity error is shown

to be acceptably small if the RMS phase measurement errors are in the

order of 0.5 r or smaller.

In reterence [151 the phase multilateration concept is generalized

in order to permit locating the elements of a flexible phased array

sufficiently accurately to form high quality beams without the accurate

beacon location knowledge which is characteristic of radio navigation

schemes. The effects of phase measurement errors and baseline measure-

ment errors on array beam gain and pointing error are shown to be

reasonably small for beam pointing directions within the spread of the

beacons. The general self-survey technique is extended to near-field

synthetic aperture systems in [16]. The article introduces a modification

that resolves Lhe mad 2r ambiguity associated with phase multilateration,

and shovs that the self-survey technique can be used for bistatic (receive

only) and monostatic (transmit-receive) systems. The validity of the

technique is demonstrated by experimental self-survey and imaging with a

27 m synthetic aperture X-band (3 cm) system.
.3

A recent study of very large arrays, arrays with aperture comparable

in size to the target range, has shown ultimate limits to the resolution

achievable by aperture size. The study has focused attention on the

special features of very-near-field imaging. A new approach to imaging

in the very-near-field has been developed. The ideas will be tested

experimentally with radar data presently being taken under ARO sponsorship.

This work will be presented in QPR 44 of the Valley Forge Research Center.

Kisliuk [17] (see Appendix E, pp. E113-E118) has developed techniques for

flush mounting of wide band conformal antenna elements. Experimental

development of these elements is continuing.

INTERFERENCE REJECTION IN SELF COHERING ARRAYS

Both the adaptive beamforming (narrow field of view) and self

survey (wide angle) techniques for self cohering of large non-rigid

antenna arrays make use of beacon signals or target reflections, as

seen at the antenna elements, to aid in beamforming. Interference
4.--.

-7-
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can reduce or destroy the ability of the adaptive system to self

cohere by use of these signals. Thus, the interference must be

cancelled locally at each array element (each phase measurement point).

Reference [18] introduces and analyzes three cancellation schemes

which meet the local cancellation requiremenr for self cohering:

1) An element pairing approach; this approach is suitable

only if the interference amplitudes are balanced at the

pair inputs.

"2) An approach which injects a signal at each element to cancel

the interference; this approach is suitable only if the

interference does not turn off during the instant the beacon

signal phases are measured.

3) An approach which controls the radiation pattern of the

elements (subarrays); this approach is the most versatile

4-, ..- and promising of the three methods but requires the most

"hardware.
- In a self cohering system the desired signals (target reflections)

are under operator control. Therefore, two cancellation procedures are

S.} possible. In one procedure the system nulls the interference in the

absence of target returns by minimizing the mean square of the intertering

Q asignal power at the output. After nulling, the system can observe

interference-free target returns. In the other procedure, the least-

mean-square algorithm minimizes the interfering signal while the

imaging system is in operation; the interfereace cancellation is

achieved in the presence of both the desired and interfering signals

by utilizing the power inversion property of the canceller. The second

procedure performs better only if the directions of arrival of the desired

"signal and the interference are closer than a bound which depends on

the noise-to-desired-signal power ratio. The usual way of obtaining
the reference signal required by the LMS algoritbm is through a reference

signal loop. The resulting phase shift of the reference signal relative

to the desired signal is known to cause weight cycling and frequency
P'? '1 distortion. A method for compensating for this phase shift is described

and demonstrated by simulation in [19] (See Appendix F, pp. Fl-F9).

t ' --8-



Phase locked loops play an important role in nulling systems.

Reference (20] introduces a new phase locked loop (PLL). It is superior

to standard PLL's in both tracking and acquisition. The new PLL

uses two phase detectors simultaneously.

Nulling of a wide-band interfering signal requires wide-band

instantaneous frequency measurements, a continuously controllable

delay line, and a wide-band bilinear correlator. These components .

"are difficult to implement using standard hardware. Reference [211

"describes a SAW time inversion device which, together with a SAW

convolver, will provide the wide-band correlator. The voltage-controlled

SAW delay line is described and analyzed in [22]. Reference [23] dis-

cusses the use of SAW devices for wide-band instantaneous frequency

measurement.

ENHANCED IMAGE QUALITY WITH SPARSE ARRAYS

A very large array must be very sparse in order that it not be

prohibitively expensive. A number of techniques have been developed

to overcome the poor sidelobe properties associated with very sparse

arrays. Reference [24] introduces a sequential nullinc technique

which, according to computer simulation results, is capable of ' 7

accurately imaging target points with dynamic range greater uhan the

average sidelobe level of the array (See Appendix G, pp. Gl-G25). First,

the direction of the peak of the conventional array output is determined.

It is the first (strongest) estimated target direction. The target

amplitude and phase are also determined. In the second scan, a null is

fixed in that estimated strong-target direction while scanning the main

beam across the scene. The second strongest target is determined from

the second scan. In the third scan, two nulls are fixed in the directions

of the two largest targets. By performing the nulling technique repeatedly,

a sequence of estimated targets is determined. The technique

stops when the array output (the total energy in the remaining image) is

sufficiently small to indicate that all targets have been nulled.

Computer simulations show that the technique has good noise tolerance and,

if combined with adaptive beamforming, also has good element position

-9-
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tolerance. The technique is now being applied to real radar data. The

work -ill be submitted to the IEEE Transactions on Antennas and Propagation.

A second method (251 modifies the "clean" technique of radio

astronomy to process complex images rather than real images. This method

uses target subtraction rather than target nulling. Thresholds have been

derived which determine when to stop the iterative process. The work

will be submitted to the IEEE Transacations on Antennas and Prupagation.

Image artifacts, due to high sidelobes, change their locations from

image to image if the element positions are altered or the operating

frequency is changed. Superimposing or averaging images tends to build

up b.able, correct portions of an image, while reducing, by smoothing,

the image artifacts. In principle, all the sidelobe crests can be

reduced to the average background level and all the troughs in the side

radiation pattern will rise to this level. This theory is presented in

L26] (See Appendix G, pp. G26-G34). Steinberg [27] relates the work

of [26] to other diversity-based techniques which have been developed

under ARO and ONR sponsorship at the Valley Forge Research Center.

_10,
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Appendix A: Ground Based Radio Camera

3. ON THE DESIGN OF A RADIO CAMERA*

Bernard D. Steinberg Earl N. Powers
Raymond S. Berkowitz Shuah Teh Juang.

INTRODUCTION

This report will describe a technique for constructing a very large, ran-

dam adaptive array for use as a radio camera. The radio camera is designed to

provide high resolution beams suitable for imaging aircraft at a distance of a

few miles. The array is assumed to operate at X-band frequency. It will have a

maximum extent of about 1000 ft and is assumed to be a two-dimensional array con-

taiing about 1000 elements. The parameters which have been mentioned arise from

considerations of the basic nerformance requirements of the array; i.e., band-

"r.7• width, sidelobe level, available terrain, and feasible economy.

Studies extending back many years have resulted in knowledge of the expec-

ted performance of such a radio camera, and experiments have produced practical

experience in the types of hardware, processing, and signals which will be use-

3 ful for the large array. Several designs for array elements have been develop-.

"ed which have the capability for reception of echo returns from targets, cohe-

rent detection, and means for communicating the detected signal (or at least its

significant parameters) back to a central point for processing: Some of these

designs have been experimentally evaluated. Designs have been worked out for

processing and combining the outputs of array elements, techniques for convey-

"ing the various required reference and control signals over the array have been

studied, and techniques for compensating for the possibly initially unknown po-

sitions of the array elements have been studied. Bistatic and monostatic con-

figurations have been examined, as have techniques for providing transmit as

well as receive capability. Current studies are exploring the subtle aspects

of image formation and sidelobe suppression as well as other topics.

The building blocks are available for the design and fabrication of a large

experimental system. However, the path from concept to a completed system is

heavily restricted by considerations of cost. Even though the random adaptive

array theory results in systems that are orders of magnitude cheaper than those

available from conventional technology, they are still expensive, primarily be-

cause they must reach a certain critical mass in terms of size and number of

*This work is principally supported by the Air Force Office of Scientific

Research, under Grant No. AFOSR-78-3688.
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S£elements before their potential can be realized.

In a practical application such as the proposed 1000-element array, the num-

bar of elements can generate problems (from both the viewpoint of cost and diffi-

culty of fabricating many ele'-.'Ats, and the difficulty of low-cost computatior of

the image). Unfortunately, it is also difficult to scale the size of the array

Sto make experimentation less costly, because the array bea-width remains a direct

function of its size, and the array pattern's sidelobe level is a function of the

number of array elements that are used.

The design philosophy presented herein endeavors to thread a path from de-

"sign to fabrication such that the performance-to-cost ratio is kept approximately
constant - thus avoiding abrupt expense thresholds as the syszem develops: Per-

formance should remain commensurate with cost throughout the program.

SPrevious experiments have avoided the cost if large arrays by time sharing,

by Conotructing a synthetic aperture through the movement of a receiver or anten-

"•a over the array domain and collecting the signals over an Lxtended time period.

Time sharing of the processing of the receiver outputs has also been considered.

3 A central processor might control a set of e4b-processors, each of which could

service a number of elements. The synthetic aperture approach is not ultimately

"" suitable to the large radio camera where it is desired to perform real-time imag-

ing. Furthermore, it is difficult to "grow" a radio camera from the synthetic

p aperture approach; the simple addition of more elements will demand more sophis-
•- ticated processing, and no major performance gain will be achieved until many

elements are added. The nature of required processing will also probably change

radically as the array changes from a linear synthetic one to a two-dimensional
radio camera.

Multiplexing of the receiver outputs to time-share processing is certainly

a useful tool, but it has not yet provided an adequate total solution since it
does riot influenuL directly the expense of the array elements. A multiplexed

processor can be designed that will grow gracefully as the number of array el-

ements increases, but useful imaging must still await the fabrication of many

"array elements. A solution to this problem (and the basis of the design to be

* "presented) is to design an array element that has the same capability for easy

growth as does the multiplexed processing system. The array element must 6e

flexible enough so that useful performance is obtained when only a few elements

are available and there is a continuous growth path in terms of performance as

equipment and processing are added.
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FIGURE 3.1 CLUSTER ARRAY SYSTEM

A schematic representation of an array which accomplishes these goals is
shown in Figure 3.1. The array shown is not the first array which will be con-
structed nor is it the ultimate radio camera, but it is illustrative of a mid-

sequence system design. Later reports will explain how this design evolved, and
its potential extensions. This design example was chosen to illustrate sharing

of system hardware among many receiving points and the use of minimal central

processing capability.

An array of 1024 sampling points is spaced over a region approximately 300
meters by 300 meters. The array is divided into 32 clusters, each containing a
single subarray receiver/processor. The 32 subarray receiver/processors are con-

trolled by a single master unit. The master control will treat the array as if

it were 32 monolithic antennas, each aimed at the target to be imaged. The indi-
vidual cluster arrays will be automatically aimed at the target through adaptive

beamforming rather than mechanical pointing as in the case of a real monolithic
antenna. The mechanism and processing for the adaptive beamforming will all be

contained in the receiver processor of each cluster array; the master control

unit will not be involved in the individual cluster beamforming except in an

overall supervisory capacity.
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As indicated in Figure 3.1, each cluster array contains one reciiv'tr/,roces-

sor shared by 32 receiving antennas placed in a circular array about it, and con-

nected to it via cables. The antenna inputs will not be time-shared; there wli

-. be 32 parallel receiving and processing channels. However, there is a substantial

equipment saving by centralizing the cluster system since all the local oscillator

nuni!s (used only for down conversion), the frequency and phase reference systems,

and the local procesing can be shared among the 32 receiving channels.

6
fEAMWIDTH OF----
CLUSTER u 5nw

9 4 CL.USTE£R ANTENNA, IN2 I A

w
w

,4

OF CLUS8TERS X O.1nw

2 4 6 8 10 12

TARGET OISTANCE (Kin)

FIGURE 3.2 PATTERN COVERAGE AND BEAMWIDTHS

As shown in Figure 3.2 the individual antennas might have bemmwidths of about

200 in horizontal and vertical planes. These antennas would be pointed to inter-

cept the approach flight pattern normally used by aircraft landing at Philadelphia

International Airport. The beamwidth of these antennas is of couv-se arbitrary a'

this design level and will eventually be determined by Analysis of SNR vs. angle-

of-view. If the cluster array has a diameter of about 5 meters, each cluster can

generate a mainlobe beamwidth of about 5 mr at X-band frequency. Since this beam

is formed adaptively, it may be located anywhere within the 200 lobe of the indi-

vidual cluster antennas; but in any case it will always be pointed at a beamforming

point on the target; It is assumed that the target ,ill be illuminated by a sepa-

rate radar. When the individual cluster arrays have cohered their inputs they will

generate a single sum waveform which will be returned to the master control unit.

The master control unit will then adaptively beamform using these 32 inputs and
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generate a 0.1 mr beam in the center of the cluster array mainlobe.
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FIGURE 3.3 BEAk(FORMING AND SCANNING OF CLUSTER ARRAY

Figure 3.3 shows a schematic representation of the operations performed by

the individual cluster arrays, aud the overaAl ozganization of the array by the

master control unit. Linear arrays were assumed for ease of illustration. The in-

dividual cluster arrays will initially self-organize to place a receive beam on the

far-field target located at angle 01. The beamforming of the clusters and the over-

all array will be accomplished on a specular return from the target. As indicated,
each of the cluster arrays will receive a planar wavefront which will be the source
of coherence for that cluster. The master control unit will then cohere the array

clusters by phase-shifting their outputs, using the planar wavefront which extends

over the entire array as the beamformer source. The master control unit will then

scan the array over a limited angular extent by introducing phase shifts in the sig-

nals as they are received from the outputs of the cluster arrays. In this example •

it is assumed that the beanwidth of the cluster array will encompass the target'
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aircraft and the master control can image the aircraft by scanning within t1e

• p cluster beamwidth. It is apparent from Figure 3.3 that the extent of the scan is

limited, since as the overall system is scanned away from the direction of the

..initial beamforming source, greater and greater phase errors are introduced due

to the error in the pointing direction cf the individual cluster arrays. The

master control can only scan the array's beam pattern over the region determined

by the beamwidth of the individual clusters. As the narrow beam produced by the

master control unit is scanned toward the edge of the beam pattern of the clus-

ter array, the ampllcude of the cluster *signal return will begin to decrease. It

will be assumed for this discussion that this is the dominant effect of scanning

- t•o the cluster beam edges and that phase remains approximately constant over the

cluster array beam. This hypothesis is borne out by previous experimental work.

For this first description of the cluster array concept it has been assumed

that the dimension of the cluster array is chosen so that its main lobe has a

cross-section of about 50 meters at 10 I= (i.e., approximately 5 mr beamwidth) to

" .permit imaging an entire aircraft; however, the ratio of the size of the individ-

ual cluster arrays to the overall dimension of the entire set of clusters is an

"- iimportant design paramneter iu this array concept. Later sections of this descrip-

tion will discuss the effects of increasing the cluster size to form a much nar-

rower sub-beam, perhaps having the dimensions of only a few beamwidths of the

overall cluster array. The use of large cluster arrays is of particular interest

* p when the array is modified to function as a. cransmit/receive unit rather than as

"a bistatic unit. Thie cluster design lends itself well to the fabrication of a

transmit/receive array system.

Earl N. Powers

"SOME SIGNAL LEVEL CALCULATIONS FOR A GIANT RADIO CAMERA

Work has begun on the design of a giant radio camera to be installed at Val-

ley Forge Research Center. Here we present a likely set of system parameters and

point out signal level requirements for reasonable performance. A typical Giant

Radio Camera can be represented by the simple model shown in Figure 3.4. The illu-

. minator and receiving array system are operating at X-band frequency'range. X-3 cm.

There are 1024 array elements distributed randomlyover a large area such as 300 m
60

Fr• x 300 m. The beamwidth of each element is about 450 and the noise figure c.f .ach
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element is 1OdB. Furthermore, a 2-ft diameter parabolic dish antenna is used

for the operation of illuminator.

TARGET Q
o'a! 30.Imt

SR

/q

0

ILLUMINATO C---------00 RECEIVING00, O0o ARRAY

00000000
~O0

FIGURE 3.4 SIMPLE MODEL OF GIANT RADIO CAMERA

The objective here is to examine typical signal power requirements.

Assumptions are made for the calculation of a typical model. For example,
2the target's cross-section (a ) is taken to be 0.1 m . The distance between

t
illuminator and receiving array is about 1 mile, and the distance between tar-

get and illuminator is 20 miles. The distance from target to receiving array

system is also assumed to be 20 miles.

The radar equation (1] is used to calculate the signal-to-noise ratio of

a single element for the reflected link. The data and result are listed below.

(F T) transmitted power in dBw,

(GT) - the gain of illuminating antenna in dB,

2
G - 411A . 47[7r x (1 x 30.48) 4075.2

T 32

* 36.1 dB
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S(Gel): the gain of element's antenna in dB,

247x( 1 2 -03
~ Beamwidth(rad) IT

'" 13.09 dB

X 3 cm 4.77 dB cm

SR 1  R2 = 20 miles - 17.6 n. miles * 12.45 dBi
1 2 n mile

acy 0.1 m -10 dB m2

t
signal bandwidth, 2W = 11 KHz -" 40.41 dL H .

noise figure, N - 10 dB

typical loss of the link, L 4 dB

(S/N] = (PT)+(G )+(G )+20()+(a )-2 (RI)-2(R 2)-2(W)-(NF-)-(L)
r T T el t 1 2 0

- (P - 55.5() P

where [S/N] r is in (dB) and (PT in (dBw).

The direct link between illuminator and receiving array is calculated in

i case of the utilization of a broadcast reference signal. The result is shown

as follows.

Rf - 1 mile - 0.88 n mile - -0.555 dBi3 a mile
The beacon equation can be applied here.

(SIN] d Z (PT)+(GT )+(Gel)+2(X)-2(R3)-2(W)-(NF-)-(Lo)+77 (PT)+ 8 2 . 4 3  (2)

where (S/N dis indB) and (PT) in (dBw).

It is seen that [S/N]d is much larger than (S/N]r. As a i ,sequence,
d~r'

we don't have to worry about the intensity of reference signal. In addition,

a cable or wire can be used to transmit the desired reference from the illumi-

nator to the array module.

Next, the illuminated region is calculated as follows.

3
x R1 2x30.48 20 miles 1 mile

2A 1 x 1 mile region is obtained. This value may not be enough for a

practical system. However, it can be improved by changing the parameters of

illuminator.

From T. Dzekov's dissertation [23, we can show that in the case of syn-

chronous detection the signal-to-noise ratio is improved by a factor of N

(N - number of array elements), whereas in the case of square-law detection

the signal-to-noise ratio improvement tactor is N/2. Thus the output signal-to-

QPR No. 37
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noise ratio is given as follows.

(1) Synchronous detection:

[S/N] - [S/N]r + 10 logl 0 N , N-1024 (P 25.4 (3)

(2) Square-law detection:

(S/N] - [S/N] + 10 - 28.4 (4)
r t r 1,2'

DISCUSSION, CONCLUSIONS

It is seen that the critical requirement is given in (1) for the single

element receiver SNR as a function of (PT), transmitter power. For the pars-

meters assumed, (PT) must be 65.5 dBw (PT 3 .55 Mw) to realize a 10 decibel SNR. A

Single element SNR is important in the beamforming phase of radio camera op-

oration. It is possible that the (PT) requirement can be relaxed from the

following considerations.

(a) 30 or 40 dB can be gained by using a corner reflector target rather

than the 0.1 m cross-section target assumed.

(b) A narrower effective bandwidth W can be used for beamforming.

(c) Higher gain antennas can be used.

(d) Smaller ranges can be usefully assumed.

In any event, the situation for imaging should be much better as shown in

(3) or (4), gaining up to 30dB for the multiple element array.

In the next quarter more specific designs will be obtained so as to pro-

vide high resolution imaging capability.

Raymond S. Berkowitz

Shauh Teh Juang

REYMNCES

[1] R. S. Berkowitz, "Modern Radar," Wiley, 1965, Part I, Chapter 2.
(2] T. A. Dzekov, "Microwave Holographic Imaging of Aircraft with Space-

borue Illuminating Source," Ph.D. Dissertation, University of Penna. ,1976.
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"3. CLUSTER ARRAY RECEIVER PROCESSOR *

'Raymond S. Berkwitz Earl N. Powers

Shauh-Teh Juang

INTODUCTION

This article is a continuation of the description of the X-band cluster

array concept presented in QPR No. 37. This system will employ a total of 1024

receiving points placed over a 300x300 meter area at VFRC. The purpose of this

array is to produce high resolution images of aircraft travelling along the

flight path to the Philadelphia airport.

RECEI VER/PROCESSOR

Fig. 3.1 shows a block diagram drawing of the equipment required for the

"implementation of the cluster array receiver/processor. In this description,

it is assumed that the cluster array will consist of 32 antennas placed rea.ion-

ably uniformly, but not with high accuracy, around a receiver/processor. The

outputs of the antennas will be returned to the receiver/processor via cables

or wave guide. Since the array dimensions are chosen to provide a 5 millira-

"dian beamwidth, the overall size of the cluster array, i.e., 6 meters, bounds

the extent of the cabling system. The relatively short distances to be tra-

c. versed will limit the signal losses to few dB. Each of the antenna outputs re-

turned to the receiver/processor will be mixed with the output from a local os-

cillator to generate an IF channel which will be amplified to drive a phase de-

tector.

"The oscillator supplying the local input for the bank of down converters

will be shared between all, in this case, 32 channels. The local oscillator

"may obtain its frequency and phase reference via a cable from the master con-

trol unit as indicated, or the cable might be replaced by an RF link. The mas-

ter control will supply the reference to all 32 clusters. The local oscillator

will be phase Locked to the reference, so that its frequency will be exactly

determined and its phase will be constant, even if unknown relative to the

other local oscillator in the other array clusters. *1

The phase angles of the 32 IF channels are measured relative to a common

'i reference signal derived from the master control signal, and it is assumed that

the SNR is adequate so that low pass filtering following the dbtector -.111
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•-.L'.'-suffice. Other applications may require more complicated integration; in this ex-

S~ample, target range is short, rela~tively constant, and adequate transmit power is

Sassumed. Stamil..rly, considerations of doppler corrections or signal compression
•i .•for range resolution have been postponed until this basic design is complete.

-°" Alter passing through a gated amplifier, the outputs from the phase detec-

"•'" •"tor will drive phase shifters which will be used to co-phase the IF signals

•B• from each of the antennas. Figure 3.1 shows A/D conversion of the phase detector

-i'.-i-outputs, and then the complementary D/A operation. These operations were includ-
.!:!:!ed because of the advantages of a digital phase memory. The ,AID and D/A units
:"•-"need not be high performance, since they are used only to process the phase an-

ii! glee needed to adaptively place a relatively wide beam in the direction of the

"v-"".- target. That is, the system operation will be initiated by the reception of a'

-•..,planar wavefront from the target; at this time, the phases of the 32 channels

CMEQPR No. 38

_STAISTICA OITPU ADATIV BEMA-ilN



- .- A

will be measured, converted to digital form, and held in memory. The reconvert-

ed analog version of these stored values will drive the channel phase shifters

to co-phase the signals. The planar beamforming wavefront is assumed to arrive

. only occasionally, and consequently the A/D and D/A units do not have to operate

rapidly.

Sp The control for activating a phasing operation will consist of a command

which is reLurned from the master control unit; the amplifiers shown in the

phase-detector phase-shifter loops are assumed to have sample and hold capabil-

ity so that they can maintain the beamforming phase while the A/D process is un-

der way. The outputs from each of the 32 channels after phase shifting are sent

to an analog summer, then demodulated and converted by a single A-to-D converter

and returned to the master control unit. A-to-D conversion at this point is ar-

"*'* bitrary; it iiay be advantageous to return the summed analog signal directly to

the master cuntrol, rather than converting it to digital.

.- In either case, only the combined signal from all the array elements is

processed; this is in contrast to earlier system designs which typically de-

manded A-to-D conversion for each antenna output signal.. This required either

individual A-to-D converters or more probably a single high-speed converter and

a multiplexing circuitry. In exchange for eliminating individual channel A/D,

it has been necessary to add the phase-detector/phase-shifter network; however,
the phase-detector will be required in any case and the major addition equip-

ment is limited to the amplifier and the phase-shifter. In addition to the sav-

ings in hardware arising from combining the cluster antennas outputs, a large

saving in computation and processing is accomplished through the 32-to-i combin-

ing inherent in this cluster array system. The master processor for the array

will manipulate the output from each array cluster, but not the individual com-

ponents of the cluster output. Each array cluster will have the capability for

adaptive beamforming, but at the current level of discussion, the cluster's

"adaptively formed beam will not be scanned. However it is apparent from the de-
sign, that the .addition of a scanning operation would be relatively simple oi

through use of the availzble phase-shifters. It would require primarily an in-

terface between the array module and the processing system. The possibility of

adding a scan capability will be discussed as the design develops.

The final major component of the cluster array system shown in Fig. 3.1 is

a processor which will. compute the variance of the amplitude and phase measure-
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ments of the signals from the array elements. This information will be used to

establish the conditions for beamforming, i.e., a minimum variance amplitude mea-

surement, as is typical of a linear phase-front suitable for adaptive beamforming

[11. Similarly, since the array is of limited extent, a best-fit-planar surface

could be used to measure the ohase deviations over this cluster, and this might

also be used as an indication that a suitable wavefront has arrived for adaptive

beamforming. The phase angles are available at the detector outputs, but it may

be necessary to add envelope detection to provide the amplitude data. The intent

S""of this design is to minimize equipment as much as possible without limiting the

"performance of the syatem: the basic components required for independent receiv-

ing channels have been retained, but common equi).ment such as the local reference

source is shared among all the channels. This design is a first effort and may

not be optimum. The total equipment might be reduced further, but probably only

at the expense of complicating the system operation. For example, in the assumed

application of imaging an isolated aircraft flying along a predictable flight

path, it might be possible to introduce an additional multiplexing level. The

received signal from the aircraft will occupy only .a ,wall number of range bins

andy if suitable delays between the array antenna outputs could be introduced, it

would be possible to time-share a single mixer and IF chain between a number of

antenna elements.

It should also be noted that the design of the cluster array processor/re-

ceiver is particularly attractive from the viewpoint of converting it into a

transmit/receive unit. Since all the cluster antenna outputs are referenced to

a single phase source, conjugation of the inputs values to the phase-shifters

used for receive beamforming, could be accomplished simply. This topic will al-

so be explored in a later section.

CLUSTER INSTALLATION, CALIBRATION AND OPERATION

Fig, 3.2 (repeated from QPR No. 37) shows a schematic representation of the

cluster array system. The Valley Forge aircraft imaging application can be im-

plemented by using small horns having nominal beamwidths of about 600-90°, each
aimed in the direction of the flight path along which the aircraft to be imaged
will appear. The antennas are assumed fixed at approximately equal angle incre-

ments in a circular pattern about their receiver processor. This geometry was

chosen because it implies an obvious phase center for the cluster. The master

1Ro 8-- •QPR No. 38

A-1



MASTER CONTROLU! AND ILLUMINATING
SOURCE

A 32 CLUSTER
ARAY* ~~~32 (~Ai

CLUSTER ARRAY; *0 0 0 0

*EAMWIDTI4S Smr 0 0

3 300 0
CL0 E 0 0 0

2 0 0
0 - 00

-0 00A0 0 ;/\0~ A0ENA
00

0 32 INDIVIDUAL
0000

FIGURE 3.2 CLUSTER ARRAY SYSTEM

control. unit must have knowledge of this phase center location for each cluster

in order to scan the array. Other cluster array geometries may be superior in
some respects such as sidelobe levels, and the optimum cluster geometry is a

topic for future study which will be bypassed for the moment since it is be-

yond the scope of the current discussion. The circular geometry of each clus-

* ter should define the phase center of the array accurately enough so that deter-

mination of the exact position of each of the array elements will not be essen-

tial. However, if it is found necessary to actually measure the positions of

* -. the array elements, this might be accomplished within the cluster in a variety

of ways. The simplest approach wiould probably be a simple mechanical measure-

ment of the elements based upon a reference point located on the receiver; since

- the cluster is assumed to be about 6 meters in diameter, this measurement would

not be difficult. However, if the clusters vere made larger, other techniques

would be indicated. More sophisticated approaches could involve an automatic

distance measurement using acoustics or RF. A middle-ground approach would be
to equip each of the cluster antennas with an infrared or laser reflector and

* .**QPR No. 38
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use a corresponding infrared or laser transit placed at a reference point on

the processor/receiver.

It will be assumed that since the individual antenna elements are small

and contain no accompanying electronic packages, they may be placed with suffi-

cient rigidity to insure that frequent updates in the survey are not required.

Similar survey options exist for the determination of the array cluster

phase centers relative to the master control unit. Probably the middle-course

route of an IR or laser transit represents the simplest and most economical way

cf surveying the phase centers. Because of cluster approach, the survey of the

array from the master control point consists only of locating the cluster cen-

ters. In the assumed example, these will number 32 so that the survey proce-

dure is much reduced from that which would be required to survey all 1000 ele-

ment locations, in order to treat them as individual elements.

The cluster array concept is also attractive from the vicwpoint of elec-

trical calibration since it can also be performed in to steps like the system

survey. A portable antenna cabled to a source at the master processor might

S be moved sequentially to each of 32 clusters to adjust for phase shifts in the

reference signal system and the return connections from the cluster arrays. A

similar procedure could be used for collection of the individual receive chan-

nels in the clusters; in this case, the calibrated source would be derived

from the receiver/processor in the cluster to be calibrated. It should be

noted that adaptive beamforming may eliminate the need for extensive phase cal-

ibration; however, the two-step procedure described is probably more desirable

than the calibration prior to assembly of the cables, amplifiers and other com-

ponents of the system, and should be considered as part of the initial setup

procedure for the array.

This array system will include a separate radar transmitter to illuminate

the target aircraft. The individual cltsters will function independently to

beamform on the illuminated target. The first useful return from the target

aircraft must be specular in nature if the array clusters are to adaptively

beamform. In this application, the return to the cluster arrays will be limi-

ted to sidelobe clutter in the absence of a target and this level is assumed

low, relative to a useful specular return from the target. Since the clusters

are relatively small, any specular return may be expected to occupy a single

range bin and the adaptive beamforming procedure would be initiated by peak

QPR No. 38 ft
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I J detecting and storing the amplitude and phase of the target signal return. A

first criterion for beamforming, would be that the maximum signal was found in

the same range bin in the majority of the cluster array channels. (The range -4

bin timing would be initiated by the main-bang feed-through from the illuminat-

i i ing radar.)

The array cluster processor will examine the variance in amplitude across

* the elements of its array to determine whether the return is likely to be spec-

ular. The measured phase angle will be held while the variance information is

- returned to the master control, which will decide to signal all of the array

"N clusters to freeze their phase memory at the indications produced by the pre-

vious illuminating pulse. -:

S.The decision of the master control unit is straightforward if all the

clusters simultaneously identify a minimum variance condition, since this indi-

cates that the wavefront is suitable for adaptive cohering of the entire array.

The master control decision is less clear when the cluster outputs are not con-

sistent--a condition which results either from a non-specular return, or be-

cause a specular return is visible to only part of the array. In the former
case, the master control may simply not freeze the measured cluster phases, .4

but wait for a more favorable wavefront. In the latter case, if the majority

of clusters have received the specular return, the master control may simply

* Iignore the remainder, freeze the phases and proceed to scan the target.

In summary, the phase memories of each cluster will normally be updated

on each transmitted pulse unless they are deliberately frozen by the master

•, control unit. Prior to being frozen, the cluster will examine each return,

searching for peak detected signals that all occupy the same range bin. This

*i• condition suggests a possible iecular return and will initiate an examination

of the amplitude variation of the retprn across the cluster. The amplitude

variance information from each cluster will be returned to the master control

unit which will make the decision to freeze the cluster beamforming phases if

* there is an adequate indication of a specular return. Once frozen, the master

control may phase-shift the outputs from the clusters to play a narrow scan

. across the target. This scanning procedure will involve only the introduction

(I of phase corrections in the 32 cluster outputs returned to the master control.

The master control processes only 32 inputs rather than 1,024 signals produced

by the individual antennas. The major advantageof greatly reduced processing
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and required analog hardware, is possibly offset by the poor sidelobe performance

of the cluster concept. In the worst case, the overall pattern of the array will

be given by the convolution of the assumed identical cluster array patterns and

the pattern arising from considering the 32 cluster phase centers as a random ar-

ray. The near-in sidelobe may be escessively high.Future work will explore this

trade-off through reducing the sidelobes by transmit/receive operation and the use

of independent cluster patterns.
Earl N. Powers
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tL •Appendix B: Airborne Radio Camera

Distributed Airborne Array
." Concepts INTRODUCTION

': Radar performance in noise and jamming is a
monotonic function of the power-aperture product [1,
21. This paper evaluates the improvement in radar
performance due to increasing the aperture size of air-
borne radar by distributing antenna elements or smallIN subarrays throughout large portions of the skin of an
aircraft. The performance measure adopted is signal

" BERNARD D. STEIINIBERG, Fellow, IEEE to receiver noise ratio (SNR) and its equivalent, detec-

ELI YADIN, Student Membe, IEEE tion range of targets in noise.
Valley Forge Research Center The critical technical problem is that of overcom-

ing the distortion in such a phased array due to the
nonrigidity of the skin and airframe. This problem is

" -n iS@ointroduced (but not solved) in the paper, and a discus-
Tb.. l Imprtme, l Ia SNiR sad desoee ras. dm to sion of other difficult technical problems is presented.

dtiaribeag as m-ti•es uamr troaghost the sWrw and skin of The problem of nonrigidity must be overcome by a
as" fileraI is #xaslae. SNR fiualft for iheam $yews te1n3- retrodirective [3, 41, self-adaptive technique (5, 6, 7)
U... are preseted uld compared with the of a convetional, based upon echoes from land or sea -lutter.
W memtai rada. Examples gm In Te pop" sow dtet-tlon In addition to enhanced SNR and detection range,
.ange larremes u lop a m factor of 4. Thbns additlonal potatlal increasing the size of the aperture to include all or
Sdyeahages of the disuzbeted mrray amr - Inmreae in spatial sigusi most of the airframe offers the advantages associated
P,.ig eulg cae•bIliy. an Improvm•mt Is samuthal rusolaison. and with small beamwidth.

"a",i edaction in mit power for fixed radar p One important advantage has to do with protec-
Sn c so a to tedec. the probablUlly of Imntecept. tion against jammers that are close to the axis of the

beam. Rejection of jamming energy by low sidelobe
"design or adaptive techniques such as coherent side-
lobe cancellation and adaptive nulling [8-121 are
known and useful techniques. Main lobe jamming,
however, is not suppressed without hazarding the sup-
pression of target return. Increasing the size of the

.. aperture reduces the width of the main lobe and
thereby reduces the minimum angular separation be-
tween target and jammer at which sidelobe suppres-
"sion techniques can operate.

A second advantage of the reduced beamwidth is
|m the enhanced potential for target counting and

"classification.
An additional value of the improved detection per.

formance is the possibility of a drastic reduction in
transmitter power for a given performance so as to
permit the successful design of a low probability of

It intercept radar.
The paper focuses upon the SNR performances of

.Manuscript received Setember 5, 1980; revised April IS and three airborne distributed array systems as compared
September 14, 19"1.

•9.1. with that of a conventional radar with a modest sized,
This work was supported by the Air Force Office of Scientific confined antenna used both for transmitting and

, Research under Grant AFOSR-78-3688. receiving. From the parametric relations that are

51 14 Authors' address: B. Steinberg, Valley Forge Research Center. developed, the conditions which produce superior
"- Moore School of Electrical Engineerins, Philadelphia, PA 19104; detection performance can be determined. Generally

,.E. Yadn, Interspec Inc., Philadelphia. PA 19104. speaking, it is found that the larger the aircraft and

the shorter the wavelength, the greater the potential
benefit. In one X-band design a potential increase in

18-9251/8;/0300-0219 100.75 © 1982 IEEE detection range by a factor of 4 is reported.
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NOMENCLATURE antenna is assumed to be equal to the desired eleva-
tion coverage ÷0.

P Average transmitted power in watts. -'

G7  Transmitter antenna gain. DISTRIBUTED RECEIVING ARRAY AND HIGH
As Receiving antenna area in meters squared. GAIN ROTATING TRANSMITTING ANTENNA
A Wavelength in meters.
T. Integration time in seconds. Fig. I shows how the reference system is modified.
R Target cross section in meters squared. The high gain rotating antenna is retained but is used
R Target to radar distance in meters. only for transmission. The receiving system is a
k Boltzmann's constant (1.38 x 10-" joules per distributed array; a fuselage array is depicted in the

degree Kelvin). figure. It consists of N receiving elements distributed
T Reference temperature (290 degrees Kelvin). in a band along the length of the fuselage. Let the
M Total system and propagation loss factor (in- length of the fuselage be L and the width of the band

cluding receiver noise figure, integration loss, be W (e.g., L and W for a Boeing 707 are approx-
antenna efficiency loss, filter matching loss, imately 45 m and 2 m). The receiving array is
etc.). Subscripts are used in the text to distributed along the aircraft surface forming an aper-
distinguish between the systems. ture of length L 0, D; hence the receiving beamwidth

a Azimuth beaznwidth in radians. is much smaller than the transmitting beamwidth. To
1, Azimuthal surveillance sector in radians. prevent diminishing the number of hits per target, the

+ Elevation beamwidth in radians. signal processor simultaneously forms a group of ad-
Elevation sector in radians. jacent receiving beams to fill the transmitting main

D Width of high gain antenna in meters. beam. The number of receiving beams will be Or/O.
L Length of aircraft in meters. , LID, where Or is the transmitting beamwidth and
W Width of strip available on the fuselage for On is the receiving beamwidth. The elevation beam-

the distributed antenna array in meters. width of the receiving array (A/W) is usually much
Deployment efficiency (fraction of available narrower than the required elevation coverage *,.

fuselage area used as electromagnetic Hence W+,IA receiving beams in elevation must be
transducer). formed to cover the desired sector ÷,.

T. Scan time in seconds. - "i l
IN Number of antenna elements. Number of Receiving Elements
P. Average power radiated by individual element The element radiation pattern sliould cover the

in watts.
A. Element aperture in meters squared. desired surveillance sector of the radar. Therefore it

should have a beamwidth of 9, in azimuth and +, in
elevation. The width and length of each array element

MONOSTATIC RADAR WITH ROTATING are, therefore, D, - A/8, and D3 - A/+,, respectively.
TRANSMIT-RECEIVE ANTENNA The fuselage area available for deploying the elements

is L W. If we assume that a fraction q < I of that
This is the reference system against which the area is used for the electromagnetic transducer, then

distributed antenna systems are compared. Examples the number of antenna elements in the fuselage array
are the E-2 and E-3 airborne early warning (AEW) becomes
systems. The integrated output SNR is given by [21

N = r L W/D,D2 = Y L We,+,/A. (3)
SNR! r - PO7AxoTo/(4n)2R kTM. (1)

Equation (3) is evaluated for two different air-
The azimuth beamwidth 8 = 1/D. The antenna crafts and the results are given in Table 1. Ont

gain is given by 0, = 4f/96 - 4nD/A+. The receiving airplane is the Boeing 707, a large aircraft which
antenna area is given by A - W/1. It is assumed could serve an AEW function; the other is a smaller,
that the integration time To is equal to the time on high-performance aircraft such as the Genera)
target (time during which the target is illuminated). Dynamics F-16. L and W for these aircraft are ap-
That time is less than T, by the ratio of azimuthal proximately 45 m and 2 m, and 10 m and I m, respec-
beamwidth to 2ff, or To - IT./2nD where the scan tively. In both cases ,n - 0.5 is assumed. Taking the
time T, is the time for a mechanic.Jly scanning anten- azimuthal surveillance sector 8, = 2 rad and the re-
na to rotate 2n rad. Making these substitutions yields quired elevation coverage +, - 1 rad, the number of

elements is shown in Table 1.
r - PIoDT,18Rn4t RUkTM, (2) The SNR is derived by substituting the proper areaA in (I). A is given by NA&. The effective element

where the subscript I has be-n given to Al to area A. is given by G'/4,0,. is given by 4nD/A+,, N
designate system 1. The elevation beamwidth + of the is given by (3), and T. by AT,/2nD. Substitution yields
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r = nPoL WT,/8nr+,R4 k TM,. (4)

It is interesting to observe from (4) that the signal-. to noise power ratio is not affected by the transmit- .. ,L.. - ALONG A*., "• " ,•',,-, -" bys~r ".
- tin& azimuth beamwidth. This is true provided that AD -•""

"the beamwidth does not get so large that it is no
longer possible to integrate coherently across the "

SIbeam. In that case integration must be partially Fig. I. Distributed receiving array and high gain rotating transmit-
coherent and partially noncoherent, and the integra- tins antenna.
tion oss increases, a factor affecting the performance
of system Il. This is discussed numerically in a later TABLE I
section. Also discussed there are the relative beam- Number of Eleierts Deployable Along One Side of the Fuselage, r
shape losses. Another relevant factor in comparing the -0-

II *systemsr is that even though the SNR might not be in-
fluenced by azimuth transmitting beamwidth. the Wavelength (m) Aircraft N
number of receiving beams is affected by the beam- 0.3 Bing 707 1000
width; hence the size of the transmitting antenna af- 0.1 Boeing 707 9t0"
fects the complexity of the signal processor. 0.03 General Dynamics F-16 11000

- DISTRIBUTED RECEIVING ARRAY AND LOW
"GAIN NONROTATING TRANSMIrrING to W",. When the transmitting array is focused on a
ANTENNA target the total electric field is E - N E. and the total

average power density is W - N'W.. Therefore the
* In this design the high gain rotating transmitting SNR at the receiver is

antenna is eliminated and one of the array elements is
substituted as a low gain, wide beam transmitter. The r = (N 2P.G.)o(NA.)7'od(4n)1R'kTM4  (6)

- azimuthal width of the transmitting antenna pattern
becomes equal to 0,. Its elevation beamwidth +, is un-
changed. -Therefore, GT = 4n/+,O,. The receiving where NA, is the total receiving aperture and 7 is the
antenna is formed from N such antenna elements, integration time. In this design electronic scan in
Therefore, A - NA. - NP2/6,+.. Substituting (3) azimuth and elevation for both transmit and receive
for Nyields A = 7L W. beams is required. The ratioT./ro is equal to the

To achieve the maximum integration gain, the number of transmit-receive beams within the
signal processor simultaneously forms a group of ad- surveillance sector 8., +,. Therefore 7 =0
jacent receiving beams such that the azimuthal sector A'TIL We,+,. For this design integration losses can be *

covered by the receiving beams is the same as that of ignored since T'* 4 T,. (Care must be taken that ro is.'"
S the transmitting pattern. Hence, the integration time not less than one interpulse period, however, a condi-

..e will be longer than in designs I and 11, which com- tion which the equation above may lead to at the
pensates for the low gain of the transmitting antenna, shorter wavelengths. In such a case T. must be -'
.The relative efficiencies are discussed in a later sec- lengthened or the other parameters decreased so that
tion. As a result of the increased integration time, the at least one hit per target is available to each beam.)
integration loss also will be increased. M, can be used The gain and aperture area of an element is the same
to indicate this increased loss. As in system II, W+,/A as G7, A. in design III. N is given by (3). Hence NA.
receiving beams in elevation are formed simultaneous- - nL W and .o = rlT,/N. WMtuking these substitutions
ly to cover the desired sector +,. For generality the yields
transmitter power will be indicated by P'. Making

9% these substitutions results in r -- rNPoL WZT,4ff8,*.R'k TM,. (7)

r -= P'oLWT'o4n:8.+,R'kTM,. (5) SNR IMPROVEMENT FACrOR

"DISTRIBUTED TRANSMITrMNG AND The ratios of (4). (5). and (7) to (2) are the relative
RECEIVING ARRAY SNRs of the three distributed array systems to the

conventional, monostatic radar. This ratio, designated
"Here it Is assumed that each element transmits and the relative gain or improvement factor I, is given inreceives. The average power transmitted per element is the first column of Table II.-. 4

P. and the element gain is 0.. The average power den- The second column of Table I1 is based on four
sity at the target due to a single transmitter element is assumptions: 1) the angular sector 9, is assumed to be
W - P.G.,/4nR R. The electric field E. is proportional about 2 rad; 2) the required elevation coverage is
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For the purpose of this analysis it is assumed that
the conventional design (system 1) has a pattern loss

TABLE 11 of 1.6 dB (0.8 dB for transmission and 0.8 dB for
SNR Gains of Systems It. lit. and IV Relative to System I reception).

Design II, using the mechanically scanned
SNR Improvement Factor I transmitting antenna and the electronically scanned

e ., 2 r , multiple narrow beams for receiving, has the same
I rad, T; - r,, P' - modulation effect both for transmitting and receiving.

Systemn General Case NF./P - 8./2x Therefore, the pattern loss for this design is the same
as that of system i.

I1 ,M,#.LW/MWD qMLW/MD System III also uses multiple recei.inri beams.

Itn 2*M,P'TF*.#LW/MP•,T.•D W, LW/M,W Here the receiving beams are stationary, but since

IV Zu'M,NP.A.LW/M.•PAD n'M,LW/M.WD they are very narrow, aircraft and target motion cause
target echos to move through several receiving beams
during the integration time. This is equivalent to scan.

ning the receiving beams over the target. Therefore a
about I rad; 3) T; = T,, which implies that the rate pattern loss of 0.8 dB for reception is assumed.
at which target data are delivered to the user is the The broad transmitting beam in system III also is

same for all systems; 4) P'/P = NP./P - 8/2n, stationary. Its power pattern Or() is angle dependent.
which implies the use of the same power per angular Its maximum value is at 8 = 0 and it drops by 3 dB
sector fot all systems. It is seen that for all distributed for 6 Os12. The beam-shape loss for this case is
designs I increases linearly with L W*+.ID. L W is the defined as the additional SNR required to maintain
fuselage area (one side) and AD/+. is the aperture of the same average probability of detection P, as for the
the conventional fuselage area (one side) and AD/I. is loss-free case.
the conventional antenna used in design I. L W./VD, The SNR depends linearly on G,(O). Since P, is a
therefore, is the maximum potential increase in aper- function of SNR, it also is angle dependert, i.e., P,
ture. Since n1 is the fraction of the fuselage area used - g(6). If we assume that targets are uniformly
to deploy the elements, vlL W+,IAD is the factor by distributed in angle throughout the surveillance sector
which a9,erure increases. It is shown later that system 8., then the average probability of detection is given

losies M1, M,, and M, are larger than the loss M, of by
thie conventional design (i.e.. the fractions M,/M.
AIM,/M,, IM, are smaller than unity). Hence the e-&-

aperture gain r9L W•,/.D must be significantly hiLher Pd -e2 f..., g(6)dO. (8)
than unity to make the distributed designs attrmuive.

It is further assumed that in the interval - s/2 < 8 <
9s/2 the one-way power pattern and, therefore, the

RELATIVE SYSTEM LOSSES SNR can be approximated by a constant times
cos0(210/20,). The nonlinear dependence of P, on

The parameters MA/M, MA/M,, and M,/M, repre- SNR is calculated in many radar handbooks for dif-

sent total system and propagation losses for designs ferent false alarm rates. By using P, (SNR) given in
II, Ill, and IV rclative to the conventional design 1. [1, ch. 2, fig. 41, (8) was evaluated. For a 2 rad

The contributions to the system loss are compared surveillance sector and a constant probability of false
below. Propagation iosses are unaffected by choice of alarm of 1I" it was found that an SNR of 14.3 dB is
design. required to achieve an average probability of detection

of 0.9. Comparing that with the required 13.2 dB

SBeau-Shap. Loeu SNR associated with the loss-free case and the same
probability of detection, it is concluded that the

As the beam scans over a target, the echo pulses beam-shape loss for transmitting is 1.1 dB. Therefore a

are modulated by the antenna pattern, reaching the total of 1.9 dB beam-shape loss is assumed for design

maximum value only when the beam points directly at IL.
the target. Blake [16, 17 showed that antenna modula- Design IV involves two dimensional scanning for
don repreents a loss of SNR of 1.6 dB for an anten- which the loss is 3.2 dB provided that there is more

na scanning in one dimension and a 3.2 dB loss when than one hit per scan. In addition, the transmitting
a pencil beam is used to scan in two dimensions, gain for each element has the same angle dependence
When the number of hits per san is ve-y low, the as in design III. Therefore an additional loss of 1.1

average loss will increase because the target might be dB is added. A total beam-shape loss of 4.3 dB is

seen only at the edge of the beam. The pattern loss assumed for this design. Based on this analysis the

for these cas are given in (18). estimated relative (to design 1) beam-shape losses are 0
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dB, 0.3 dB, and 2.7 dB for designs II, I11, and IV,

respectively..- TABLE III

SNR Gains in Decibels of Systems I!, Ill, IV Relative to System I
Integration Loss Due to Enlarged Aperture of Distribuled Array

The integration losses are expected to be negligible L-Band AEW on S-Band AEW on X-Band on General
for designs I, 11, and IV because their integration System Boeing 707 Boeing 707 Dynamics F-16
times will be short enough to allow coherent integra-
tion with negligible losses. The integration time for II 13.2 18.5 23.9
"each is limited by the beamwidth of the transmitting ll 10.4 15.7 2!.1
antenna or the transmitting array and by the required IV 6.5 11.8 17.2

m scanning time through the sector. In design I1l,
however, the total sector is continuously illuminated
by the broad beamwidth, nonrotating transmitting TABLE IV

Ratios of Detection Ranges of Systems II, Ill. IV to System Iantenna. The integration time will be limited only by

the required rate at which data are to be delivered to L-Band AEW on S-Band AEW on X-Band on General

"users. Since integration over a fcw thousand pulses System Boeing 707 Boeing 707 Dynamics F-16
(several seconds) is expected to take place in design

,* III, some combination of coherent and noncoherent u 2.14 2.90 3.96
integration will be requited. Hence, integration loss Il 1.82 2.47 3.37

relative to ideal coh.-rent integration cannot be ig- IV 1.45 1.97 2.69

• . nored. As an example, an integration loss of -• 2.5 dB
is expected for a mixed integration process having a
2000 pulse integration time when coherent integrationof only 100 pulses is possible (2, pt. IV, ch. 41. realistic. P and NP. arc affected by, and therefore
o 1 s s p climited by, different physical and design phenomena.

-. 4

NP. can be larger or smaller than P. Because of the
Rmelever Noise Fgr

"RFigure large possible range in their ratio it is fruitless to take
"-There is no reason why the receiver noise figure it into account in comparing the relative merits of the
Th ere in the reei ver systems. Thus, only the effect of the enhanced aper-Sshould differ in the four designs. tueipicuedieurdsusi-

ture is included in our discussion.

Table Ill shows the SNR improvement factors due
.-Adaptive Bea.Forming Loss to the enlarged aperture of the distributed array and

"Table IV shows the factors by which the detection

It is explained later that the three distributed array ranges increase for , / 2 tad, 40. a 1 tad, T s et
designs will probably require adaptive self-cohering P'/P = NP,/P = 6./2n, , = 0.5 and for three sets

"- techniques to compensate for fuselage vibrations, of parameters: I) D = 20k,, L = 150A, W = 7A; 2) D

Calculating the loss in the self-cohering procedure is 50AL =450A, W = 20A; 3) D = 201 L = 350k,

beyond the scope of this paper. However, experience W = 35k. The first two sets are realistic for L- and
with experimental adaptive beam-forming and scan- Sband (A = 0.3 and 0.1 m) AEW radar on a large
ning systems at the Valley Forge Research Center (131 aircraft such as a Boeing 707; the third set is realistic

Sindicates that the one-way loss can be held below 1 for an X-band (A = 0.03 m) radar on a small aircraft
"dB. This value will be attributed to designs II and IIl such as a General Dynamics F-16. The value 0.5
and a 2 dB loss will be attributed to design IV. chosen for ol is based upon examination of aircraft

models and photographs and may prove somewhat

"" Combined Reistlve Losses optimistic. For I = 0.25, systems II and II1 lose 3
"dB in SNR gains and system IV loses 6 dB.

These estimates are used in the performance ex- The SNR gains of systems II, 111, and IV relativeThes estitate Ir (shed in Tabl peror1n) arelox-a th
"amples given below. Expressed in decibels, the ratios to ystem I (shown in Table ll) are also equal to the
of the loss factor M, to the losses in systems 11, 111, amount by which the total transmitted powers of the

and IV are -IdB, -3.8dB, and -4.7dB. distributed systems can be decreased while maintain-
ing the same detection range as the conventional

INCREASE IN SNR AND DETECTION RANGE system.

In comparing the four systems it is tempting to AN AEW EXAMPLE

assume either that their average powers are equal or
that their average powers per unit azimuthal angle are Consider the long range detection problem with
equal. However, such assumptions are not necessarily the following radar and target parameters:

,i
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TABLE V
Average Transmlited Power Required to Achieve 650 km Detection Range

system n - .1 'i0.2 n - 0.3 0~nt.4 n 0.5

I 83 kW (not a function of ')

It 5.86 kW 2,93 kW 1.95 kW 1.46 kW 1.17 kW

Il1 11.15 kW 5.58 kW 3.72 kW 2.79 kW 2.23 kW

IV Total 136.98 kW 34.25 kW 15.22 kW 8.56 kW 5.48 kW
per module 76 W 9.51 W 2.-2 W 1.19 W 0.61 W

Slo 10im' W=2m
"POTENTIAL FOR HIGH ANGULAR.='200Hz 0.5 RESOLUTION e_

A= 0.1 m P'/P=NP,/P =,/2"-
.=A MM= -1.0 dB The minimum available beamwidth of an aperture

D ,of length D operating at wavelength A is the order of
"L =45 m Mi'Mn = -3.8 dB )./D rad. As an example, the typical horizontal aper-

ture of an X-band nose-mounted radar antenna is 20
.kT= 4 x 10" W/Hz M,/M4 = -4.7 dB wavelengths. Its beamwidth is 1/20 rad or 3*. At a
A - 10 dB SNR -13 dB (correspon- radar distance of 20 km the beamn cross section is I

ding to 0.95 prob., km. The beamwidth of the radar in the Boeing E-3A
-T; = T, = 10 s ability of detection Airborne Warning and Control System (AWACS) is

*, = I rad and 10" prob- the order of 1.

0, = 2 rad ability of false Now imagine that the receiving aperture is spread
alarm) over the airframe. The effective size for any direction

"-" 6 (of view is the projected length of the airplane as seendetection range)s from that direction (Fig. 2). The effective length for
dc ag most aircraft is close to the length of the. fuselage or 0

The average transmittted power required to the wing span regardless of direction. The fuselage of
"achieve 650 km detection range for the four systems is the Boeing 707 is 45 m in length. An aperture of this
shown in Table V for several different values of ete- size at L-band (30 cm) is 150 wavelengths. The beam-
ment deployment efficiency q. The differences are width would be 1/150 rad - 6.7 mrad = 0.38 -
dramatic. Whereas an unrealistic 83 kW is required Table VI gives the beamwidths at several wavelengths
for the conventional, monostatic design, less than 5 and includes the resolving power of human optics for
kW suffices for a bistatic system with a large, comparison.
distributed receiving array. It is seen that the optical resolution of the radar

operator, with his eyes and brain, is the same order as
SIDELOBE LEVEL OF A RANDOM ARRAY the potential resolution of a distributed array installed

on a large aircraft and operated at the shorter radar
* One of the important parameters in system perfor- wavelengths. Thus, the potential exists for providing -

him with an all weather, all around looking, night andmance is the average sidelobe level (ASL) of the array h w .w
in the receiving mode, which is I/N [7). The pattern day, microwave imaging system with as fine a resolu-

of the transmit-receive array is the square of the tion as he himself has with his eyes and brain.

radiation pattern of the distributed receiving array
"and, hence, ASL for this case is I/IN. The factor of PHASE SYNCHRONIZING THE DISTRIBUTED
N advantage is of considerable importance in detec- ARRAY
ting targets in clutter, which, therefore, makes system .
IV preferred over systems i1 and Ill. However, the The fundamental problem of cohering or phase
improved two-way sidelobe pattern is of no advantage synchronizing the array is that the airframe is not
with respect to jamming; all systems will perform ac- rigid and that its skin vibrates. The problem is less
cording to the I/N ASL of the receiving array. Since serious at L-band than at X-band because the posi-
the one-way average sidelobe level is not likely to be tional tolerance (A/4n) is 10 times larger. Nonetheless
less than - 35 dB, other electronic counter- techniques which compensatt for element position
countermeasure techniques must be designed into such uncertainty will be needed if the bulk of the entire air-

"" a system. Adaptive nulling is very attractive in this frame is to be available for the radar array. It is ex-
regard (10, 12, 15]. pected that self-cohering or adaptive beam forming

-Tt
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will be required. A method suitable for airborne use
for systems 11 an III is described in [71. It is a self- EFFcrIvE o EW

* cohering process which forms a retrodirective [3, 4) LENGTH

beam upon echoes from land or sea clutter. The
search algorithm for obtaining the reference signal for*1 the adaptive beam formning process is described in [5,
61. Early experimental results using this algorithm are
given in [13, 19). The transmit-receive problem
(system IV) is much more complicated. Active

S' retrodirective techniques have been designed for the
"solar power satellite (SPS) concept (14).

L ~ OTHER PROBLEMS

* Many other problems confront the designer, Fig. 2. Effective array length is projected extent of aircraft normal
although none so fundamental as the one above. The o direcaion of view.
companion problem to the adaptive phase syn- TABLE V
chronization problem is scanning the receiving array Beamwidths of a 45 m Aperture and the Human Optical Systemfollowing adaptive beam forming. This problem has
be solved [13, 141. The tolerance theory regarding Physical Aperture •.(m Bearnwidth (mrad)

element position uncertainty is understood [7]. Te
next major problem is the development of methods of Boeing 707 3 x 10-, 6.7
adaptive beam forming of a transmimting array on a Boeing 707 3.2 x 10o- 0.7
moving aircraft. The SPS work already done will be oing 707 5.6 0.2

helpful 1141. Some of the other design problems are Human eye 5 X 1o-1 0.3those typical of phased array designs (types of

elements, single elements versus subarrays or clusters,
methods of mounting, polarization, and bandwidth) design is more attractive. System IV radiates from the
while others relate specifically to the self-cohering distributed array. It is a much more complicated
system (methods of phase conjugation and reference system than system III, but it offers a very much
phase distribution for adaptive transmit-receive array, lower two-way sidelobe level. It exhibits SNR and
effects of multipath and scattering from the ground or detection range poorer than designs II and III for the
sea surface and from reflections within the array from same total transmitted power. SNR performance
the aircraft structure, interconnections between (relative to designs II, III) decreases linearly with the
elements and the signal processor, real time adaptive deployment efficiency factor n. Differences of nearly
"signal processing, and display). 4 dB and I I dB in SNR performances relative to

design III are estimated for n1 - 0.5 and n -0 .1,
respectively. Therefore design IV is preferred only if

OBSERVATIONS REGARDING SNR AND the reduced two-way sidelobe level is essential.
DETECTION RANGE 

_

The results shown hi the tables are very attractive.
They indicate that the distributed airborne array will The improvement in SNR and detection range due
be useful when large detection range with low to distributing an antenna array throughout the air-
transmitted power is required. In addition, the frame and skin of an aircraft is examined. SNR for-

" distributed airborne array is useful when adaptive mulas for three system configurations are presented
nulling close to the beam axis and better angular and compared with that of a conventional, monostatic
resolution are desired. radar. Each of the new systems uses the distributed

In systems !, II, and III a single transmitter array for rtception. One of them uses a separate, high
radiates the full power. System III, using a single low gain, rotating transmitting antenna while another uses
gain nonrotating antenna, is far superior to the other one of the receiving antenna elements for transmis-

t,': two mechanically but requires a more complicated sion. Both designs are bistatic. The third new system
signal processor to simultaneously iorm many receiv- uses the entire distributed array for transmission.
ntg beams in azimuth as well as in elevation. In addi- SNR and detection range performances for each of
tion, it must provide efficient integration over T.. In the three distributed systems exceed those of conven-
SNR performance, system III is slightly poorer tional, monostatic radar. The X-band example given
(about 3 dB) than system II. However, by not requir- in the paper shows a potential detection range increase
ins the massive rotating antenna used in II, the third as large as a factor of 4.
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1. INTRODUCTION

The radio camera technique is a potential solution toSelfCoh rin an irb rne the problem of making an airborne antenna array conform
to an arbitrary surface. Aradio camera normally is a

Radio ameralarge aperture system, usually at microwaves, in which
the antenna array may be distorted and its surface may be
varying with time [II]. The distortion may also be elecri-i
cal as due to differential electrical coupling from the an-

IEN.ARDD. SEINERG,~ ~tenna elements to the local environment, Distortion of the
BERNRD D STENBER, Felow.IEEEphase front across the arry also results when the velocity

Valley FOep Rew"Ch Centet of propagation is not constant in the mnedium 121.

ZLI VADIN, Snadent Member. IEE All three sources of distortion introduce phase errors
into the radar echoes received at the antenna elements of

* the phased array. In general, these errors are random and
unknown a priori. However, they can be mcasured if ra-

By a~rbutig ana elnn orsal uwastrutma diation having a phase front of known geumetry is made
at " fIsobrft 6M he cic of th. .aie mcn. ad a to illuminate the array and if the measurements can be

decanepet usdww Th bokpro ~ i I w __ used to calibrate a bank of phase shifters associated with
ekcumwse randur Tb~ ~the antenna elements. Let 46,o be the expected phas of

adads. 'I ib" aM 'd 1 04k d"N whms a d to dwsml the signal received at the ith element from a known refer-
ence field, and let 161 be the measured phase. The differ-

weequ a totesmapsufmfa taws wths U. Fow uch Wehialbqm ewce 6,0, = 0 - 4,, is the phase distortion due to theWI ~' we Fsne ben., several sources described above. The error can be cor-
rected conpletely for the reference radiation field by add-
ing a calibration phase - 84, to the ith phase shifter. The
effect is to calibrate the array perfectly for a target le
cated at the source of the reference field. Fortunately. the
same calibration is ade~quate over a field of view reason-

.5 ably large compared with the size of most radar targets. It
hais been shown that when the primary source of distor-
tion is geoxmetic and characterized by a standard devia-
tion cr, the angular field of view (in radians) centered on
the source of the refercrnce field is X/I21Tc,, wherc X is

t the wavelength (31. For example, if a, = 10?, which is
two orders of magnitude larger than conventional pha:sed
array (or dish or lens) tolerance, the field of view is
ahout 1/60 rad or V. This is very large compared with
most targets and target complexes. (For still larger fields
of view, such as is needed for wide angle search, mome
thin a single reference field is required 141.)

The ideal reference source is a point source in free
space 151. The reference field is planar or spherical, ac-
cording to fth distance to the source. A corner reflector is
an excellent source, for it is physically small while it ex-
hibits a large radar cross section. An active beacon tran-
sponder similarly makes a good phase synchronizing
source. Both are practical for use with fixed. ground-

21 Mu ren(Ceive Murch IS. I93. based systems, but neither is practical when the system is
1this work was swpponed in pan by the Air Puce OffKt of Scairntific
Remarvt an in pan by the Office of Naval Research. An airborne radio camera cannot depend upon such

WI 1 Auadwn* addreacs: B.D. Sewnfberl, Valley FoWg Rtsemrh Cente. Th implanted reflectors or active sources. Instead, i: must
* l~~oare Schoo of Elacwwiai Engineerngl, Univeauty of Pennsyl'vania. depend upon echoes from the ground or sea surface and

Phildelpis, PA 19104; E. Yadn. Ineupec Inc., Philadephia. PA man-made targets of opportunity. T1his paper discusses
19104. frtehiusfrel-synchronizing a nonrigid, arbi-

________ tarily conformal, distorted airborne phased array on such
0OIS-921V'8130500.0413 500.75 0 1983 IEEE radar echoes.
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II. MINIMUM ECHO-AMPLITUDE VARIANCE TEST Demodulation was coherent and the in-phase and quadra-
ture video channels were recorded with IO-bit precision.

This algorithm is described in I I1. It consists of three A funct'onal sketch is shown in Fig. I.
parts. First, the variance of the amplitudes of the group ,'
of echoes from each range bin. measured at each element
in the array, is calculated. 7b. rag6i aigtelw
est echo variance, when normalized to the average echo 0"I? oSU,- .
power in that range bin, is selected as the reference range
for the system. Second, the processor either multiplies the
complex sample at each wrray element from each range ACV*
trace by the complex conjugate of the echo at the refer-
ence range or, more simply, merely phase rotates the re- R.'.
ceived echoes by the phases of the complex conjugates of
the signals at the refcrence range. This is the adaptive
part of the process. Third. the processor applies linear '
phase weighting across the array to electronically scan the A/0

adaptively formed beam in angle.
TIc object of the first step is to find a target or a Fig. 1. NRL expenrncnUd equipment.

clutter patch whose reradiation most closely approximates
that of the point source. The object of the second step is Although a radio camera array would be expected to
to self-cohere the ar-ay upon that target. The object of the be flexible and distorted, the NRL antenna was rigid.
third step is to scan the beam in angle to the left and Hence, its proper performance was predictable and could
right of that target. be compared with the performance of the system when

This algorithm is very simple to implement. It re- the _dzi.ive algorithm was applied. That is, two beam-
quires no special filtering of the radar echoes nor any forming algorithms were applied to the multichannel re-
complicated signal processing. It was possible to test this corded data. The first was the conventionai linearly
algorithm recently with airborne radar data [61. The ex- phase-weighted beamforming procedure. The second was
periment used recorded data obtained from Dr. Fred Stau- the self-cohering algorithm described above. The results
deher of the Naval Research Laboratory (NRL). An 8- are shown in Fig. 2.
-iement UHF phased array waw flown at 200 knots at an The solid curve of Fig. 2 shows the pattern which re-
altitude of 15 000 to 20 000 ft over the southeastern por- suited from the adaptive process. As is explained in [31
tion of the United States. The transmitting pattern was and [7]. the beam which is formed by the adaptive proce-
Dolph-Chebyshev-w.eighted for -24 dB sidelobes. The dure is directed toward the lominant scattering center in
received radar echoes were separately recorded on each of the illuminated ground patch in the range bin selected by
the 8 channels in a high quality digital recording system. the signal processor for adaptive beamforming. Hence,

0aSa.-

0

I-30

-1 01 -. .. 02 6 O.x 0.4 0.6 O3 1.0

Fig. 2. Companiron or imaerns frmedn~ adaptively (solid) and nonadaptively Beam direction rear grond rauk or iirarit.
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Fig . 3. Compaison of scanned outputs of adaptively (solid) and nonadaplively formed beams.

I
the origin will usually differ from the bearing of the Ill. DOPPLER-AIDED SYSTEM
transmitter array. In this experiment the difference turned

* out to be 0.07 tad or - 0.3 XIL, where X is the wave. While the experiment reported above and in [61
length and L is the antenna length. The bearing of the yielded highly satisfactory results, the technique contains
transmitting amy was fixed at 0.6 from the flight direc- an inherent difficulty. The problem is that the illuminated
tion. The dashed curve shows the receiving pattern of a ground patch, because of its large size, is highly likely to.. uniformly weighted 8-eleroent array associated with con- contain more than one large radar target. When this hap-
ventional nonadaptive bearnforming. The origin of that pens, the reradiation from such a range bin is inappro-
pattern which is the bearing of the transmitting array has priate for use as a phase synchronizing field. That the
been shifted by 0.07 rad so that the adaptive and nonaw cross range dimension of the illuminated ground patch is
daptive patterns can be compared. The results are very very large compared with the sizes of reflecting structures
similar, indicating that the adaptive process worked well. is readily seen: its size is approximately XRIL, where R is
The smallest normalized echo variance observed was the distancc to the patch. In general, the transmitting an-
"0.0026. tenna will be a conventional antenna for airborne radar,

A study has been made to determine the largest nor- which means that LIX will be on the order of 20 to 50.
malized echo amplitude variance that provides satisfactory Even at a relatively short range such as 20 km. the cross

K adaptive beamforming results. Considering the radiation range dimension is several hundred meters. Thus notwith-
pattern to be acceptable when the first sidelobe has no standing the excellent results described above, it is possi-
more than doubled (risen to - 10 dB). it has been found ble that natural terrain and mranmade target complexes

, that the normalized echo amplitude variance can be as will, from time to time, deny the system the ability to
, large as 0.02. self-synchronize on the algorithm described above. A

The largest echo variance observMed in the range traces Doppler-aided technique described in this section helps to
* , examined was 0.77. Adaptive beamforming on such a solve that problem.

range bin is not fruitful. The high variance, on the other Fig. 4 shows an aircraft flying with speed V illumi-
hand, implies a complicated echo profile in the ground nating a ground patch with a transmitting beam having

: patch which therefore makes such a range bin interesting bearnwidth 10. The width of the illuminated sector is
to image; it is possible to seif-cohere the array on the RAO. Each of the three large-cross-section reflectors
echoes from a low-variance bin and scan the adaptively shown in the illuminated patch reradiates a spherical field
formed beam at the high-variance bin as well at all other which is essentially planar at the aircraft (Fig. 5). The
ranges. Fig. 3 is an example. There the beam is self-coh- sum of the three fields has a highly nonplanar phase
ered at the range bin used in Fig. 2 and then scanned at front, which therefore renders it inadequate for the self-
the range bin having the 0.77 variance (solid curve). The cohering algorithm described earlier. The radiations from
response of the rigid, electronically scanned phased array the three targets, however, originating from different
is shown dashed. Again the agreement is excellent. indi- bearing angles, have different Dopp!er shifts. Thus, nar-
cating that this simple algorithm has promise of being rowband filtering, akin to synthetic aperture processing,
suitable for self-cohering an airborne phased array. can pass the echoes from, say, the central target while re-
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>- 0  7Fig. 6. Refeirrice clement and one Qoiet element in airborne radio earn-
d 0 era. All signals ptiaselocked by clutier-derived reference wave obijuned

fiom tiagrowbaind filter.

IV. MIXTURE OF I AND 11
Fig. 4. Nanrowband fitter in receiver passes echoes from nasrow svip in

illuminated ground pach Using Method 11. echoes from every range bin will
have a suitably low amplitude variance across the array to
be useful for adaptive beasnforrning. However. the inte-
gration time T - W- may be excessive for certain mis-

- ,, -sions. In 'his case, a shorter integration time fo~lowed by
dhe mie&,num echo amplitude variance test I may be used.

- -Lett the inmegration timc: T = kW- . where kis, say, 1/2
or 1/3 or 1/4. Then the Doppler-reduced patch is two or
three or four times too large to insure a planar wa~vefront

0m paw ascrosw the array but is still many times smaller than RAO, -

514'ft"61104RMTSsmiter.Although it is not small enough to insure
PA"N planar reradiation, the likelihood that the radiation is

planar has matrinally increased. In other words, by inte-
grating as long as is practical, the probability is maxi-

Fi.S ron aich det~iI mized for achieving the excellent results demonstrated
jecting the radiation fields of the others. In this way, a wihtefrtagihm
large, arta-extensive clutter patch contai~iing many prom- 1
inent reflectors can be effectively reduced to a small, V. MINIMUM CLUTTER BANDWIDTH CRITERION
confined patch reradiating a planar wavefront at the air. ehdI saporae hntetrani fo

To insure that the radar backscsner is essentially zen." If the scatterers are wind driven or if the backscat-
planar across the army, the effective cross range dimen- ter is from the sea surface, the Doppler shift associated
sion of the scattering region must be smrall enough so that with each scattering center is related not only to its bear-
the lobes of the reradiation pattrn f~rum the clutter, no ing angle from the radar, but also the radial component of
matter how complex or irregular, are large compared with its motion. T 1his smearing of the Doppler signature by
the aircraft size: The lobe spacing at the aircraift is &bout scatterer motion effectively spreads or enlarges the size of
XR/T. where T is the cross range dimension of the rera- the clutter patch whose echoes pass through the Doppler
diating patch, which must be an the order of twice the filter. Calculations show that the Doppler spread associ-
aircraft size, assuming thm the entire aircraft is used for atod with backscatter from the sea surface at wavelengths -

* fth receiving arry (5). This fact and the Doppler relation shorter thani 0.3 m is too great to depend on Method [I
between aircaft speed, wavelength, and target angle (&l (8).

* -2V cos 0/h~) places the following requirement upon the A more complicated signal processor which accom-
bandwidth W of the narrowband filter. W - 2VIL where modates the additional Doppler spread due to scatterer
L is the aircraft size [7). motion is described in this section. Conceptually, an

Nasrowband filtering need be only in a single antenna adaptive array of the kind used to solve adaptive nulling
Oppelement channel in the system: Fig. 6 shows the minimal problems is introduced. A least mean, square (LMS)

circuitry. The filtered output from one antenna element closed loop circuit including a band rejec filter (BRF) is
serves us a re ference wave for measur ing in that figure designed to set the complex weights of the antenna tic-
involves phaselock loops. The efficiency of operation is ments, in such a fashion as to minimize the spectral
improved if narroviband filters ame added to each channel. spread of the clutter echoes as they pass through the fid-
as shown dashed. ter. Provided that the clutter is statistically homogeneous,
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-- - -* ----- .- * -*"ur amul.a "Maaull 13 31UVVwn In rig. a. inis circuit is an .

clutter, this condition is equivalent to fo-niing a beam adaptive subsystem for determining dhe weights. Follow-
with minimum beaniwidth. T1he technique is described ing the ads weight setting, the weights are frozen

ft s. below, and the -band reject filters are bypassed by the target
Fig. 7 demonstrates the relationship between spatial echoes. The discussion below relates only to the self-

and spectral properties. Since scatterers arm tagged in an- cohering mode where inputs are sea clutter cchoes. The
.** outcome of the process is a proper weighting vector. The

input vector XT= (X1,X 2. . . .. X) is applied to a bank
of reject filters. The weighted sum Y'(t) is applied to an

I, LMS constrained subsystem that constantly changes the
weighting vector W so as to minimize the mean output

IWIconstant.'
The peraionof the system can be understood by
conideingthefolowig. lebeamforming diretion is

%CACTIdetermined by the notch frequency of the band reject fil-

ters. The system is constrained not to shut itself off.
Fg7.Armay beam pattern and clutter spectrum. *-:After ansi is Hence, in order to minimize the output power E{I Y'11).

cohered. -;Before array is cohere. the system must form nulls toward the directions from
8cby their Doppler shit~s, the spectral bandwidth of which signals are coming. Signals amive, however, from

clutter echoes measured at the outipui ui the array is mon- m iitdb 1 c.
1W, s th comlex tigh W,,+jW theX iustphase confWobyw/2 bo

circuit thtmnmzstebnwdho h lte lo tomiwihs(W1,.W,2 ) is equivajem to weighfing X; by dhe complex
minimizes the array beaniwidth. weight W'. i

FILTERS ARE
SYPASS~fl nlhpt11iC

* SC $-BARK OF SAM D 5 .LflC FILT ERSt H(INO)l

Lth AWAI
Sir Wi

nth5 ARRAY

_--4

LA N= FLE I- m ro

03END %-

COSR11 .SAWI11

%C + I.Z2-ONTN

1..

Fix. I. AdVaptir subsystem controls w'ights during self-coheieng.
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all directions w; ;I azimuthal sector illuminated by convr-rges to the desired solution in W for 0 < I.± < 21p
the transmitter. Vi~nulls. therefore, are deployed in where p is the expected output power E{I Y' I')12 .
those directions from which the clutter power is greatest. Fig. 10 shows the results of one of (he simulated ex-
Fig. 9 shows that the clu' f -*wer passing through a periments ;n which an ideal BRF. as shown in Fig, 10,
BRF is smrallest (or echu.' ing from the desired look

0

I-

-0

Fig. 9. Ideal band reject rtlter and two echo spectra. W. Ck~ter comting -5 -4 -3 -2 -1 0 1 2 3 4 5
fromt desired direction. fjClutter coming from other direction.

(unics of 1121.) u sinr e
direction, arid the output power increases as the angle of()
arrival (relative to the desired look direction) increases
Since the rluuner power passing through the BRF from the
desired direction is smaller than from any other direction,

nonull is placed in that direction. Thus the process re- 075at
suits in the fotmatrigon Of a main beam. A detailed analysis

%- This adaptive bearnforming technique was success-05

fully computer-tested with simulated sea clutter echoes. -

The exiperiments ivle -lmn ra . ae
length& long, and a variety of system parameters. Uncer-
tainties in element locations are accounted for by
assuming that initially the array is weighted with random a
complex weights W1(O), W2(0) .- W,.(O) which are in- -5 -4 - -2 - 0 1 2 3 4 5

dependent of the element positions. The outcome of the (units of X12L) u. sine
self-cohering procesti is a set of weights W,,W,.
W.. This set defines the radiation pattern of the array. Fig. 10. Broadside adaptive beamfoinming; no noise injected; ideal fit-
During the synchronization process, the sea clutter echoes tering asumed. (a) No adaptation (initial patiem). (b) After 70 iterations
are received by the different array elements. Clutter
echoes are modeled as a sum of several independent was used. Fig. 10(a) is the patterni associated with the in-

V Gaussian processes gi(t). 82(t),., sj('), each process "tial random weights W(0)_ Fig. 10(b) is the pattern -

representing echoes reradiated from a different direction. achieved after 70 iterations of the adaptive process (1).
T7he processes have the samne spectral shapes, but eaich is T'he 3 dB bcamwidth is 0.9 XlL and the main-emgi
shifted in frequency due to its assumed direction of ar- toward the desired look direction is -0.2 dB: 0.76 NIL
rival ((d - 2V cos 0/A). Coherent demodulation at the and 0 dB represent idea! coherent summation. Similar r0-
front end is assumed. Thus clutter echoes arrive at the dif- suits were obtained with realistic. 5-pole band reject ril-
ferent elements with different phases due to the different tems.
geometrical locatio-ta uf the elements anlld the directions Fig. I I shows the same problem with noise added.
of arrival of the different clutter f.umponents. The simu- 'The upper figure shows successful convergence with SNR _

lated inputs are time samples of the sum of the Gaussian -10 dB at the input to the BRFs. The lov~er figure
processes. A gradient search technique based on the Wid- shows significant gain-loss and rising sidelobes at SNR

L row LMS algorithm 18-101 is used to rind the optimum - 5 dB, notwithstanding a quadrupling of the allowed
weighting vector W which minimizes the mean output time for convergence. In many such simulation expert-
powet E{IY'(t)JI2 subject to a constant gain conctraint ments. 10 dB SNR was found to be a safe threshold for
(11W,11 - ). The process is iterative in W ws given by Successful operation.

WVj+l1) - WWj - pY'(j)(X'( - Wcj)Y'(/)] (1) VI. SUMMARY

where J represents the iteration number and ;.L is a con- By disributing antenna elements or small subarrays
stant gain. It is shown in 18) that thie iterative process throughout the skin of an aircraft, a large portion of the
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airframe can act as an electromagnetic transducer. The::" .70 iTtRATXO•N3 ' basic problem associated with such a design is that uncer-
•:: 0,/ tainty in element locations due to the nonrigidness of the

'• airframe induces phase erors. Self-cohering techniques

"are required to compensate for those errors. Four such
m0.8 techniques are presented in this paper. The first technique
,- searches in range for a good phase synchronizing source.

It uses a minimum echo-amplitude variance test to select
"the "best" range bin, after which it use. echoes rera-
diated from the selected range bin in a self-cohering pro-

,. cess. This technique was tested successfully with airborne
.5 - 4 -,3 -2 -- 0 1 2 s4 5 radar data of land clutter echoes obtained from an NRL

*, (units of X/ZL) u air. 3 experiment. The major advantage of this technique is its
(,) simplicity. There is, however, an inherent problem,

which is the dependence on the existence of targets of

270 Ite•.ILToNS opportunity that can act as good phase synchronizing
sources.

S0.75 The othcr techniques use Doppler filtering to extract
the desired phase synchronizing signal. They are more

0.5 "complicated but they do not depend upon proper targets
0.5- of opportunity. Tcchnique II can adaptively beamform on

J.. echoes reradiated from a frozen terrain. Technique Ill is a
046, omixture of I and 11 and is also suitable for frozen terrain.

The fourth algorithm, which is the most complicated one,
1 _- can operate upon wind-driven clutter echoes such as sea, - -5s .41 .3 -.•. o 0 a 3 4 5 clutter, as well as land clutter echoes. This technique uses

(..n1t of X/2L) u-sine a constrained LMS algorithm to adaptively adjust the ele.
-bi mcnt weights of the phased array so as to minimize the

Fil. I I Noise Wded to simulmion of Fig. 10. ta) SR 10 dO. (b) SNR output clutter specty d bandwidth. Its validity is demon-
-5 dB. strated through computer simulations.

SR.

t

"J.

.- °.
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Radio Camera Experiment with Airborne Radar Data

BERNARD D. STEINBERG Aru ELI YADIN

Abetrcr-Tlw radio camera signal processing algorithm for retrodirec-
* dive adaptive beamsfumini sand scanning is demonstrated to works suc-
* cafully on radar clutter echo*& The experiment was conducted with
ki airborne radar data obtained from the Naval Research Li2boratory.

A radio camera is an Unaling radar with too large an aperture to en-
* sure that the aperture is mechanically stable. Retrodirective adaptive

ueamforming techniques axe used to cohere or phase-synchronize the
array. The receiving beam, after it is self-cohered upon the reradiation
from some utaret outside of the array, can be scanned in arigle by con-

W ventional, open-loop phased array techniques.
The first experimental radio camera demonstration uf high angular

resolution imagirig appeared in 1979 [1). In that experiment, a highly
distorted, 27-ni array, consisting of !00 randomly located sample
points, self-cohered on the backscatter from a corner reflector at 210
in, The experiment was conducted at X-band. Thirty meters more

Manuscript received July 29, 1981. This work was supported by the
Naval Research La4boratory and the Al: Force Office of Scientific
Research.

The authoa awe with the Valley Forge Research Center, Moore
School of Electrical Engineering, University of Pennsylvania, Phil&-
delphia, PA 19 104.
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Fig. 1. NRL cxpetlmontaJ equipment.
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Fig. 2. Compasaon of patterns foe-mad adoptively (solid) end non-
adaptively. Beam direction is near ground track of air craft.
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dlstWant was a target group consiating of two corner reflectors, The REFEENCES
• r, beamformlng reflector and the target reflectors both were in the newl& [I ) B. D. Steinberg, E. N. Powers, D. Carlson. B. Meagher, Jr., R. S,

field of the array. In the experiment the adaptively formed beam was Berkowitz, C. N. Dorny and S. Seeleman, "First experimental
"refocused to the target range and scanned in anile across the target. results from the Valley Forge radio camera program," Proc. IEEE,
The resulting image was lndistinguishable from the calculated response vol. 67, no. 9. pp. 1370-1371. Sept. :979.
of the system when operating in free space. 121 B. D. Steinberg, "Radar Imaging from a distorted array: The

The experiment reported in this letter used airborne radar data ob- radio camera algorithm and experiments," to be published in IEEE

tained from F. Staudaher of the Naval Reseach Laboratory. An 8- Trans, on Ant. & Prop.. Sept. 1981.
elemenet UH' phased aray was flown at 200 knots at an altitude of [131 -, Principles of Aperture & Arry Systrem Design. New York:

Willy, 1916.
15 000-20 000 ft over the southeastern portion of the U.S. The [41 B. D. Steinberg and E. Jadlovker. "Distribut,4d auborne array con-
transmitting pattern was Dolph-Chebyshev-weighted for -?.4 dB side- cepts." to be published in Ieit Trars. Aerospace Elecrror, Sysr.
lobes. The received tadar echoes were separately recorded on each of
the 8 channels in a specially designed, high quality digital recording

i system. Demodulation was coherent and the in-phase and quadrature
.L video channels were recorded with 10 bit precision. A functional

- "- sketch is shown in Fig. 1.
One object of the experiment was to test whether the radio camera

algorithm would operate successfully upon ground clutter. Since the
" ., array was rigid, its proper performance could be predicted and, hence,

compared to the performance of the adaptive system.
The radio camera algorithm used in the experiment is described inI(21. The alilorithin consits of three parts. Fiers, the variance of :he

amplitudes of the group of echoes from each range bin is measured.

The range bin havn the lowest echo variance, when normalized to the
averrage echo power in that range bin, is selected as the reference range
for the system. Next, the processor either multiplies the complex
sample at each array element from each range trace by the complex
conjupate of the echo at the reference range or. more simply, merely

- phases rotates the received echoes by the phases of the complex conju-
gates of the signals at the reference range. This is the adaptive part of

3- the process. Lastly, the processor applies linear phase weighting acrors
the array to electronically scan the adaptively formed beam in angle.

- . The object of the first step is to find a target or a clutter patch whose
reradiation most closely approximates that of the point source. The
object of the second step is to sell-cohere the array upon that target.
The object of the third step is io scan the beam in atgle to the left and

rioht of that target.
j The solid curve of Fig. 2 shows the pattern which resulted from the

B adaptive process. As is explained in [31, the beam which is formed by
the adaptive procedure is directed toward the dominant scattering

center in the illuminated pound patch in the range bin selected by the
signtal processor for adaptive beaimforming. Hence, the origin will

* *.J usually differ from the bearing of the transmtting array. In this experi-
ment the difference turned out to be 0.07 rad or -0.3 AIL (A• wave-
length. L a antenna length). The bearing of the transmitting afray was
fixed at 0.6" from the flight direction. The dashed curve shows the

f recervin$ pattern of a uniformly weilhted 8-element array associated
with conventional nonadaptive beamforming. The origin of that pat-
tern which is the bearing of the transmitting array has been ahLrt,"4 by
0.07 rad so that the adaptive and nonadaptive patterns can be com-
paed. The results are very similar, indicating that the adaptive proces
worked well The smallest echo variance observed was 0.0026.

Satisfactory resulu have been obtained when the normalized echo
amplitude variance is 0.025 or smaller. The largest echo variance ob-

j served was 0.77. Adaptive bearnformiag on such a range bin is not
U fruitfuL On the other hand, it is possible to self-cohere the array on

S,- the echoes from a low-variance bin and scan the adaptively formed
% beam at all other ranges. Flg." 3 is an example. There the beam is sul-

cohered at the range bin used in Fig. 2 and then scanned at the range
bin havinl the 0.77 variance (solid curve). The response of the rigid,
"electronically scanned phased array is shown dashed. Again the apet-

., ment is excellent.
While this experiment has shown that the algorithm works on ground

clutter having the proper statistical propertes, It has not disclosed the
* frequency of occurrence of such clutter cells. This knowledge is
".* necessary for system design purposes but unfortunately is not avail-

,'0 able from the experiment because the transmitting beam of the rigid
array was the same width u the receiving beam of the self-cohered
*array. In contrut, the contemplated airborne r&Jo camera designs use
"a smaLn , broad-beam transmitter in conjunction with a large, receive-
only self-cohered aperture having a very narrow beaunwidth 141. This
matter remn to be studied.

B-20
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Appendix C: Space Based Large Array Radar

HIGH RESOLUTION SURVEILLANCE FROM SPACE

INTRODUCTION

This unsolicited proposal addresses the critical problem of a high resolution

space surveillance system, that of making an antenna array sufficiently large

so as to provide the required resolving power. For example, a receiving array

in geosynchronous orbit has to be on the order of 100 km in size to have a

spot size on the earth of 40 waters. Such a size cannot be achieved with a

rigid structure. The antenna array, therefore, will be inherently nonrigid. It

may be a flexible aperture or it may be an aperture consisting of a very large

number of separate platforms, which may or may not be loosely tethered. A

normal antenna array, on the other hand, must be quite rigid, the permitted motiona-.

or distortions in its surface being no more than about onp-tenth wavelength.

Thus the problem of the essential nonrigidity of a huge spaceborne array large

enough to provide useful resolving power for surveillance purposes is the critical

problem. Without a solution to this problem, nc amount of sophisticated designs

and light-weight hardware will suffice. _1

The general problem of the nonrigid antenna array has been studied for

the last ten years at the Valley Forge Research Center of the University of

Pennsylvania, during which time successful ground-based designs have been
-3.-

made. During the last three years, work has been extended to the airborne

platform. Under Air Force Office of Scientific Research support (Grant #78-3688)

a study has been conducted to find ways of designing a nonrigid or flexible

array to be as large as the aircraft it is carried by. In this work it was -'

assumed that the array was at least as nonrigid as the air frame and the skin

of the aircraft. Techniques were created for accomplishing this task, one such I

technique being successfully. demonstrated on airborne radar ground clutter

data obtained from the Naval Research Laboratory.
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The objective of the proposed program is to study the applicability of

these and further advanced techniques to space radar. -

The research work done under the AFOSR grant was performed by Dr. Eli Yadin,

then a graduade student supervised by Professor Bernard D. Steinberg. Dr. Yadin

is now with Interspec Inc., z Philadelphia company located at the edge of

the campus of the University of Pennsylvania. The proposed program is for a

collaborative effort by Professor Steinberg and Dr. Yadin. Other members of

the staffs of both Interspec and Valley Forge Research Canter will support

"the effort, as needed.

BACKGROUND

The Valley Forge Research Center haa developed procedures during the last

decade for designing phased anteuna arrays with remarkably fine resolving power.

Two such designs under way for the U.S. Army are illustrative. In one, a

3 ground based imaging radar is being designed to provide one-third meter azimuthal

resolution at a distance of four kilometers. The second is an airborne (helicopter)

"array designed to provide three-qrter resolving power at a distance of about

60 kilometers. Although the scales are vastly different from what would be

relevant for space radar, the techniques developed would be identical.

There are several critical problems facing the designer of a super-resolution

system. The size of the array must be huge to achieve the desired resolving

power; yet array systems become mechanically unstable or nonrigid when they

exceed some limiting size. Some built-in self-adaptive controls are needed to

preserve the desired resolution and radiation pattern of the array.

A second basic problem deals with cost. Most phased arrays have antenna

elements that are separated by one-half wave length. For an array as large as

that required for surveillance from space, the number of components and, therefore,

the cost become astronomical.

We have developed solutions to both problems. We use self-cohering,

adaptive beamforming procedures for continuously self-organizing the array

C-2
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±tesp.Ctive of defor~atioUs in its geometry. We have also learned the rules j
for drastically thinning the array so that no more than the order of 1000 parts -'

typically are required.

Wle the method is sufficiently developed to be applied to ground-based

problems, as for example, the two Army projects indicated above, a more basic

study is required for exploration of the applicability of the techniques to

untended and unmaintained space vehicles. This is a proposal for such a study.

We have carried our studies beyond the ground based system stage. Recently,

we have completed a three-year examination of the applicability of the radio..3

camera (which is our name for instruments baied upon this technology) to air-

craft, with emphasis upon designs for airbor,-e early warning (AEW) aircraft.

CONCEPT

There are many possible system conoepts that we have contemplated, one of r4

which is sketched in Figure 1. The extremely fine resolution is obtained from

a space-borne array, which is a distribution of microwave receivers aboard a

large group of geosynchronous satellites. The satellites are clustered, covering

a region the order of 10 to 100 kilometers. They are in radio contact with the

earth, which provides supervisory instructions by the uplink and which receives

the radar signals transmitted to the ground via the down link. The receivers, I

in geosynchronous orbit, detect echoes from the earth, which is illuminated by .!

a microwave transmitter in a low-orbiting trajectory. The transmitter %.ses a one-
• PI

meter dish to illuminate the ground and the sea surface underneath the orbiting

satellite. The back radiation toward th-- :z::iving. array is used by the receiving

system to adaptively form a high resolution beam in the direction of the transmitter:-*

Thus the movement of the transmitter scans the receiving radiation pattern.

""C4
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Appendix D

6. FORWARD LOOKING SYNTHETIC APERTURE RADAR

C. Nelson Dorny

A conventional synthetic aperture radar is side looking. The platform

flies in a carefully controlled straight line perpendicular to the direc-

tion in which imaging is desired. An adaptive beamforming scheme is pro-

posed in (1] for loosening the tolerance on the flight path in order to

obtain high resolution images with a helicopter-borne synthetic aperture

"radar (SAM).

There is no theoretical reason why an arbitrarfly shaped flight path

could not be used to form the synthetic aperture if the motion were known

adequately. Adaptive techniques such as those used in [1] may provide suf-

ficiently loose tolerances on flight path knowledge to permit considerable

"flexibility in the SAR flight path. This article describes forward-looking

SAR concepts which may be applicable for terrain-follower imaging at

microwaves.

Figure 6.1 shows the top view of a vehicle flight path which provides a

significant forward-looking synthetic aperture. The beamwidth of the

forward-looking SAM is 2 to 3 orders of magnitude smaller than the beam-

width associated with the real aperture. The actual usable synthetic aper-

ture is a function of the vehicle velocity and the distance to the target

region. According to Figure 6.2, if V is the vehicle velocity, T is the

time permitted for cross-range motion, and e is the angle of flight relative

to the target direction, then the aperture size is D -'r sine. Assume that

the cross-range travel time must be limiLed to VT O.1R, where Rt is the

range to the target, in order that the vehicle have time to maneuver before

it reaches the target. This restriction limits the synthetic aperture

*This work is principally supported by the Air Force Office of Scientific
"Research under Grant No. AFOSR-78-3688.

(1] Earl N. Powers, et al., "System Design Considerations for a High Resolu-
m~' tion Airborne Imaging Radar," Valley Forge Research Center Quarterly

Progress Report No. 24, February 1978, pp. 40-58.
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AGTDRCTARGET DIRECTION

Ljaw

FIGURE 6.1 VEHICLE FLIGHT PATH FOR FORWARD LOOKING
SYNTHETIC APERTURE (D - aperture size).

R TARGET
0 REGION

FIGURE 6.2 GEONETRY FOR SYNTHETIC APERTURE CALCULATION

size. The beamwidth associated with the synthetic aperture is X/2D, where

X is the radiated wavelength. Thus, the minimum beamwidth 8B is

o _ __ 5X()

B 2(0.•R)sin " Rsine

Suppose V - 300 meters per second (583 nautical miles per hour), R - 10 km,
-5S- 10 and X - 0.03 m (X-band). Then T - 3.3 sac and 6B - 8.6 x 10 rad.

The corresponding tross-range resolution at the target is ReB - 0.86 meters.

An inertial platform can provide an approximate indication of the

flight path. However, the accuracy will probably not be within the X/10

tolerance required for beamforming. For imaging purposes, however, the

return from strong, isolated scatterers can be used to assist the focusing,

QPR No. 30

D-2



theraby loosening the required tolerances. According to [2, p. 249] (see

Figure 6.3), the relationship between a7t the cross-range position tolerance

of the platform, and e the maximum angle of scan from the point of adap-

tive beam formation, is I - - If L is the cross-range dimension of

the target region to be imaged, then 6m, L/2R, and

ax - R/2iTL (2)

Suppose L - 250 m, X - 0.03 m and R - 10 kim. Then o - 0.2 m, a reasonable

tolerance on relative position location using an inertial platform.

TARGET
"SCATTERER USED FOR BEAM FORMATION, REGION

R L

FIGURE 6.3 GEOMETRY ASSOCIATED WITH TARGET IMAGING.

-~ If a strong isolated scatterer is not available in the neighborhood

* of the target, it may be possible to use range (time of arrival) and doppler

(angle of arrival) to isolate the signal reflected from a small clutter

patch to achieve the same purpose. Another alternative is to fly a weak

beacon or reflector ahead of the imaging receiver for the, purpose of pro-

viding help in beamforming.

19, The amount of processing which is required to form synthetic aperture

Images by conventio-tal means is excessive for real-time on-board process-

ing. However, the data can be thinned drastically without affecting the

[2] Bernard D. Steinberg, Principles of Aperture an~d Array System Design,
John Wiley and Sons, New York, 1976.

QPR No. 30
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- bean properties significantly [1). The primary effect of data thinning

(thin spatial sampling of the target reflection across the aperture) is

an increase in the sidelobe level of the synthetic beam. Grating lobes

are suppressed by randomizing the positions of the spatial samples. The

expected average sidelobe power level is 1/N, where N is the number of

U *samples in the sampled aperture. The peak sidelobe level should be no more

than 10 dB higher than the average level. Consequently, 1000 samples are

expected to provide a -30 dB average sidelobe level and a -20 dB peak
4

sidelobe level; 10 samples will reduce both numbers by 10 dB. For the

example described above (an aperture flight time of 3.3 sec and an aperture

size D - 174 m) the average sample spacing would be 3.3 msec (in time) and

0.174 m (in space). The average spatial spacing across the aperture is

5.8 wavelengths, 10 times the spacing of conventional SAR samples.

Research areas relating to the forward-looking SAR include:

1. First order system design and tolerance theory related to

specific applications.

2. Development of adaptive focusing techniques compatible with

3 .3 the applications;

3. Development of computational algorithms which are fast
enough for real-time imaging;

4. Experimental demonstration of the adaptive focusing and

- * imaging concepts. In this regard it may be possible to make

use of equipment that is presently being developed at the

"Valley Forge Research Center for demonstration of a helicopter-

borne sidelooking high resolution SAM.

"It should be possible to extend the forward-looking SAR to a larger,

m multi-platform SAM. Figure 6.4 shows several "weaving" vehicles of the

type described above. They could be coordinated to form a single forward-

"looking aperture which is larger by an order of magnitude (using 10 vehicles)

than the aperture provided by one of the vehicles alone. Thus, resolution

should be improved by another order of magnitude. Some of the vehicles

might be used only for the purpose of enlarging the aperture.

"In the multi-element SAM it may be desirable to relay all data to a

central or command platform for image formation and analysis. The incer-

QPR No. 30
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FIGURE 6.4 MULTI--LEMT SYNTHETIC APERTURE RADAR.

element communication system becomes a major coocern because of the need

for close physical and electrical synchronization. The total amount of

O data needed for imaging does not rise, relative to the single SAR case,

however. If each platform te0kes only 100 samples, then 10 platforms to-

gather can provide the 1000 samples needed to reduce the expected average

sidelobe leve'. to -30 dB.

S In some applications the multi-platform aperture may be so large

relative to the target range that extreme near-field focusing is required.

Thus, the very near field properties of arrays must be examined. Figure

"6.5 shows a final-approach configuration in which the target lies within
the synthetic aperture array. In this example, the concept of beamwidth

must be changed to the concept of focal region in analyzing the focusing

properties of the system.

C. Nelson Dorny

FIGURE 6.5 TAAGET WITHIN THE SYNTHETIC APERTURE.
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1Appendix E: Enhanced Sel-f-Cohering Capability and Experimental Testing

740 tKL9 TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL ".29.14O. S. SEPTEMEBERt 1941

Radar Imaging from a Distorted Array: The Radio Camera Algorithm
and Experiments2

U ~BERNARD D. STEINBERG. FELLOW. IEEE *
* Abame-HIgh angular rmeetlde radar imaging way be eckiowod where F(-) means Fourier transform. By the multiplication-

amleb a IeVg-Pepwtu aniona goire If the ePu- tw i dieterted. convolution property of the Fourier transform
preulded that woageive wowas proemelse eempesan" for the dis.
wtioste. Th. radio catera is as lriwnmew designed for this apw

Itsa1.lib re. Imtog ~ ~~ erl:" ma (m)- F(izx) - F{SWz)}
eserhion"e rauhaft we stY0 for a 3 cm wevoloogtb (3)asm-1u *su

swem using a distorted 27.m random sprue arry. The measued ()S)
besanwldtb of I mad" cninfmed so hheisey. te.4eulng this vamildi of

:hoteral~o. ueihe.of ie gor,~mtewhere the asterisk indicates convolution. 1(u) is the radiation
Ntaigets asii Exejrc. of te.~ag aim ie bmtoacoamlaeIslae or diffraction pattern of the aperture. Since convolution

tarxs Sch s 61v"Aandship ai isbroadezu or spreads a function, the closer that 1(m) approxi-
mates a &.functlon. the better the estimate 1(u) is of s(u).

MR4ODUCTION Since, the width of 1(u) is always the order of k4L, it is evident

AI4CROWAVE armay may be distorted for many reasons. that the larger the aperture size L the more closely s Will be
tmay be too largat to be surveyed properly. It may suffer represnted by 1. The same conclusion pertains to a target or

* from windloadinS. Its installation may be faulty. Or its distor- scone in the near field.
tion may be electrical rather than geooetric: medium tutbu. To achieve a resolving power of I 0-4to 10-5 rad, which is
lence can cause thsu Littegral of the dielectric constant over a typical of common optical instruments such as cameras and
path from a source or a target to the arry to vary randomly small telescopes, a microwave antenna must be hundreds of
with position in the array. Also, ajectromagnetlc coupling met.:rs to tens of kilometers in size. Such antennas are too

*from the aritenna elements to the local envftoment may vary large to be constructed as single structures such as the pware
*randomly with position in the arry, causing random e:rrst in bolic dish. Instead they must be phased arrays. They must be

the driving point impedances of the antenn aelementst. The highly thinned (mean interelament spacing )1b X/2) to limit
tolraaca on the random variation is about 300 root-meant- coast, and the element disribution must be aperiodic to elimit-
square (ruts) or somewhat loa than one~aaatlk wavelength (I I nale grating lobes ( 11. It is most likely that the large size will W

That a microwave armay designed for high angular resolu- preclude accurate knowledge of element location; hence, the
tion imnaging is likely to suffer from one or more of theme dl!- army properties will tend to degenerate to those of the ran-
flculties is evident from an examination of (1) donm arraty and the system design must accomodate the poor

sidelobe performance expected from such an array (21. Asa

;(U) f (.) T(:(u)#.i5"MdujeItt d (I) consequence, army distortion is a highly likely property ofa
f ~hula arry designed fot microwave imaging. However its ef-

whic Isthesimpestfor ofthe ntaal quaton elaing fect can be neutralized to a considerable extent by introducing
whic isthesimlestfor oftheintgralequthnmising adptively controlled phase corrections within the system

a source fukction or scene t and its Image or estimate I when band uapon measiurments at the array of the radiation field
the radiation (teld due to the soumc is meatured by a lin spr from a point source (31, 141, Adaptive retrodirective beam-
tiar of extent L having aperture weighting i. The source is forming technli~ues then focus the distorted arry upon the

rZassumed to be in the far field of the aperture, which permits is,1.c.S.
Its escipton n trmsof he ste4lmnslnairedcedanglar The paper describes an algorithm for ph&se synchronizing

__variable u - sio 9, 9 being measured from Wit: !qomal to the or a sell-cohering a distorted arrmy upon such a source, moving
aperture. The aperture also is assumed to be oae-dlmensou'". the focused beam in range and angle to a target area, and scan-
The exponential kerneals are Fourier kernels and both intiplsf1 fling it across aic !arw~et to image it. An instrument embodyingI
are Fourier integrals. The inner integral is the radiation field chis procedure is called a radio ~ie.Experimental evidence
Sat the aperture. Equation (1) can be written in terms of S: of the validity of the technique is given. The experun~e"in-

1(-~ ~ -Jt1d conducted with sa X-band (X - 3 cm) radar, using a distorted
,(u) t~xS(*).kZ~ ~quasi-linear random antenna array 27-rn long.

- F~fx)S~z} (2)THE RADIO CAMERA]
Fi.I shows a badly distorted receiving array and a point

Manuscript received January 11. 1980: revised April 15. 1981. This source of radiation in its near field, It also shows a pulsed
work vias supported in part by the Air Forces Oftces of Scientific Re. transmitter. The near-faied source may be active, such as aj
satirch under Contract AFOSR-78-3681 and the Office of Naval 114' beacon, or passive, such as a large cross-section reflector
watch Under Contract N00014-79-C-OSOS.

The author is with the Valley Forge Research Center. Mbors School echoing the radiation from the transmitter. This source or
of flectrical Engineerisig, University of Pennsylvania. Phldelphia. PA reflector is called the adaptive beam former; .it also is called
19104, and the Airborne RWar Branch. Naval Research Laboratory. the phase synchronizer. The array is shown measuring the

*Washington. DC 20375. phase of the signal received at each element relative to the

001 8-926X/15I/0900-0740S00.75 0 1 981 IEEE
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TW148KRO RADAR V.IAGING FROM A DISTORTED ARRAY 741
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Fig. 1. Dheeeeed ama self-coberes on phase syidwoni.ing souce.

9phase at somec reference element within the a&ry. In the aperture of length L; it also is the beamwidth of the distorted
absence of multipath the phase Om. of the received signal at army following the adaptive beam-forming procedure. 7\(,R/L)2

*the nths element is (~,/,)+ t,, where (aj is the radiation is the approximate value of the 3 dB range boamwidth due to
frequiency. P,, is the path length, c,, is the average speed of the limited depth of field of an aperture focused on a near-field
propagation over the path, and P., is the phase 2hift due to target [1). XR/L also is the far-figid cross-range dimension.

*electromagnetic coupling of the elemenet to its environment as -kAlso shown schematically in the figure is a second set of
weld as through the receving element and associatod circuits, phase shifters located prior to the summer. Unlike the first
*,, may be mreritten as phms shiftiag operation, the second operation is open loop

and nonadaptive. After the arry is phase synchronized the
* ' .+ 6(4) focusead beam is scanned in range and angie by open-loop

CO + accorrctions calculaced from the geometry. The calculations
-e ane made exactly as in a enventional phased army. During

to expLicitly show the displacement 8,,, of the element in th nearfield scanning the spot size and shape remain as indicated
direction toward the adaptive beams former from it corc in the figure. In the very near field the resolution of the two-
distance Pon. sand the deviation 8C,, Of the mean Propagation dimensional image that results from the scanning operation
spee Over the nith paub from the avegmsee c in the Is about equal to the spot size. When the target is in the fir
medium. Snes c,, -4ca, Reied of the large array the depth of field becomes infinite and

the resolution in range is determined by the pulse duration of
(JF,+ ar',XI c/Q the transmitter. At intermediate distances the range resolution

On,/ 0 Ils + .is the smaller of the depth of (lied and the radar pulse length.
Both phase shift operations can be analog or digital. The

kr0,,Sc, ~ , . phase-lock loop is the natural anaog circuit for adaptive be=m
~ - ~ *,, - -(s~ forming. The experimental equipment described later uses

co COdigital phase shifting. Fig. 2 shows the procedure more explic-
ity. A transmitted pulse illuminates both a target area to be

* The phase differences from element to element are seen to imaged &And a passive pha&e synchronizing target, which is
have 'oWr -components. The primary compone~nt k,0,, is due to sketched as a corner reflector. The echo trace consists of

* source location relative to tile undiormedi arry and is the their echoes plus clutter. The signals received at the several
same as In any phased array. The residuals are due to the dila antenna elements are sampled in range and stored in the
totted geometry of the array, to vealaitions in propagation con- format shown. The range trace defivered by each antenna

* ditlona from the source to different parts of the array due to elemert is stored as a row of complex numbers. Successive rows
ilu large size, and to variations In the phase shdft through the correspond to successive elements in the array. The position of a
elements and in electromagnetic coupling between them and sample in a row is proportional to rAng and designates the
their siarrouwidlp. By phase shifting each receiver channel by rang. bin. The position of a sample in a column designates the
the negative of these phase differences, allI signals from the armay element number and is monotonic with but not neces-
adaptive beam former betcome cophaseid. The output. follow. sarly proportional to element position since the array is dis-
inlg summation, Is that of an array focused dpon the beam- toiled.
forming source. The spot size of the focal zone ýn the near For simplicity it is assumed that I',, AC,,I A.R. all n,

*field, calculated from diffraction theory, is shown in the figure. mn, where MR is the length of a range cell. Thus all echoes from
It is nominally XR/L in the cross-range dimension and 7%(R/L ) 2  a common target will appear in a single range bin in the tformat
In range. V/L is the boamwidtls of a focused diffraction-limited shown in Fig. 2. Actually, target echoes can appear in dif-
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""-C," There are four contributing factors to the general variation
"of echo amplitude with element position. The first is due to

M ."J the size of the reflector or source. The second is due to multi-
a v ' path. The third is due to clutter. The fourth is due to the
MS radiation pattern of the antenna element used in the array.

a' A reflector of size 7 reradiates a lobular pattern in which
the nominal lobe spacing is )VT rad (Fig. 4, left). The nominal

a'lobe spacing at the array, which is at a distance R, is xR/T, and

a.. the echo sequence across the array would be expected to have
a spatial p,.-tod of this value. If )R/T -< L a low spatial fre-
quency or long period amplitude modulation would be evident

4 MMINK in the measured data. Such a long period spatial modulation
Srm TW 4e appeare in the comer reflector echo sequence in Fig. 3 (al-
CIAthough the cause is not due to the size of the reflector but to

* the radiation pattern of the antenna element, which ,s discus-
sad later).

arm . The high spatial frequencies or short period fluctuationsa "W ?in ,UBf•-

"Li 2". Radio sama data format and procur mseen in the corner reflector echo sequence in Fig. 3 are due to
.lutter (Fig. 4, middle). The transmitter beamwidth is broad

compared to the high resolution receiver beamwidth; the beam.
ferent rangp bins for two reasont. The f1t is due to the large width 0 - )Va, where a is the size of the radiating antenna.
size of the array, for when L sin G > 6R, the differental u- The clutter patch illuminated by the transmitter at distance

" rival time from a source at anlie 9 exceeds the puls length. R is R5J - RVa. The lobes of the back scattered radiation
This effect is easily calcuiai,.-1 and therefore may be corrmeced have a nominal spacing X/(RXa) - aiR, and the nominal cross
in the signal processor. The second cause is array distortion in section at the array is equal to R(al/R) - a. This last expres-
the direction toward the source. .ost arrys deispied to be sion means that the correlation distance of the spatial ampLi- P
linear or plarar systems will not suffer distortion so severe as tude modulation due to the clutter equals the size of the

S. to warsnt range-bin correction, yet will still require adaptive transmitting antenna, which, in this experiment, was less than
phase correction it the unknown a prior( geometric distortion the average interelement distance. Since the transmitting an-
exceeds a small fraction of a wavelength. Large irregular tenma is small compared to the large receiving array, the clut-
arrays having devations from plenarity comparable to or ex- ter modulation always will appear, as in Fig. 3. as a high spatial
ceeding AR also will require range-bin correction. frequency or short period fluctuation.

Assuming that range-bin correction, if needed, has been The effect of multipath is similar. Let 0 be the angular
accomplished, three diti:nct additional operations upon the separation at the array between the direct arival and the
stored 4ata are required for imaging. Then constitute the multspath signal. The complex amplitude of the received signal

i'." '""algorithm and are given in separte sect~ions below, Two are .along the a~rmy (z coordinate) has the form I + a exp (jkxO)
,,the beam forming ndsanig operations Twouse eaiir Lh fam.~tho dicused earlier, wher, a is the reflection coefficient of the multipath scatterer

The t'd, which precedes then two, is the s h procedure and h - 2r/X is the wavenumber. The period of the amplitudeudefo h hs ychoiigsus modulation of the turn of the two signals is N10. Rattly is j •>
40; therefore, multipath in ISenerall willintroduce a lower spa-

i.',•.REFEIRENCE SIGNAL tial frequency into the echo sequence across the array.

The first operation of the signal processor following data The fourth contributing factor to the nonconstancy of the
sampling and storep is a search in range for a good phase reference echo sequence is the radiation pattern of the receiv-
synchronizing source, i.e., for that echo sequence acros the ing element used in the arry. Fig. 5 pictures four army ele-
array that most closely approximates the expected field from ments each of length d in an array of length L. The beamwidth
a point source. That range is designated R0 and is the refer- of an element pattern is Vd and its cross section at the beam.
ence range, i.e., the range from which the phase synchronizing forming twgpt is X R/d. The figure ilusrateb that when L >
"referance signal is obtained. The radiation field from a point XA/d the element gain to the truet varies with element pose.
source in free space would be nearly constant in amplitude tion in the array.
across the array, while the phase differences would disclose the The echo variarce calculation should be based upon the

"" differential distances (modulo wavelength) to the source as tint, second, and third factors, which measure the quality of
well as the differential phase shifts through the receriving ele- the radiation field for adaptive beam forming, but not the
ments. A simple test to find that target whose radiation field fourth factor, in which the measuring instrument induces a

r most closely approximates that of a point source is to meaure variation. The effect of the latter is minimized by dividing
the normalized echo amplitude variance at each range. R 0 is Vin, the echo amplitude from the ith range bin received by the
that range for which the test value is minimum. nth element, by the estimated element pattern pain i/ from

Fig. 3 shows typical echo amplitude sequences meawured the nth element to the target. (A single subscript suffices for
across a large array. One is from a corner reflector and the the element pattern pin unless the target i in near field of the
other from a pick-up truck with camper top, which is a com- element, which is unlikely.) The correctea implitude is A 1,

L" ?) plicated target. The array was r 100 sample point, distorted V 1,•1,. Its mean A1 - (1/NV) 2:.,A1 , and mean square -

aperture 27 m in length operating at 3-cm wavelength [31. The (I/N1) Z'f'.iAin 2 aie calculated, where N is the number of
corner reflector is the ideal adaptive beam former, yet the antenna elements. Its variance at(1 , -. 4-
echo amplitude pattern is not constant with clement position. A7 -; "2. a2 is normalized to A( to remove the effect of

- ,
E-3
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Fig. 3. Echo st from two na bins versus dement poitionm array. Come reflector appmximat a point soule

a ADAPTIVE BEAM FORMINGR
,-

V ,....~ 2Table I shows al the steps in the procedure. Step I LnitiateS
TT_•. the process. V, exp (is the complex envelope of the

A-.-" echo from the ith range bin received by the nth element. Steps

\ -> 2 and 3 are the search for Ro discu.ssed above. Step 4 i the
> adaptive beam-forming step. The measured phases 4 can beT- ) broken into the sum of two termns ýej, + 'vin The frst tcrm

"contains the conventional target and army geometry and is

all that would be expected in the absence of array distortion,
" >1 ) medium turbulence. multipah. and scattering. The second

... term represents the errors which the phase synchroruzation

mT , process must overcome. In the ab-Ance of such errors the
image of the target or clutter from the ith range element

•AomAiW OAas ic . MA . would be obtained from the integral of the phase-weilhted -,

.0 •r signals received across the array from the ith range bin. As in
AMAW any phased armay the phase weighting is the conjugate of the

Fig. 4. Tuget die and clutter conribute to echo amplitude va"iatns kernel of the diffraction integral. For ease of discu.ssion the
diffraction integral can be approximated by the Fresnel in-
teol, which reduces to the Fourier integral when the tirget is
in the far field. That inteo"rl in turn is best represented by a

,...--, sum as in (6) because the array is discrete. The .uimI .IV
A1(u) -" el/ '• -/M(,,,U,-X!/2R1) (6)

" -'---•..�... i the image ,j of the scattering sources in the ith range bin
"•"-provided thatif - 0. As in (1), Li -- sin 8 and 8 - sc:an 2ngle

S: "Tfrom the normal to the array. The discrete variables x, and A1
are, respectively, the z coordinate in the array (transverse to

.. __ the array normal) of the nth element and the distance to the
ith range bin. Although 11(u) is written as a one-dimensional

Fig. $. Llement pastern also conributes to amplitude vaiaiion. image (in the reduced angular variable u) of the echoes from

the ith bin, it is, in reality, a two-dimensional image in u and R
target strength and range t.f he calculations. The normaJ- when the targeu are in thý near field of the array. Properties
.ied variance is I - A1 I1A j which is a minimum at that of the two-dimensional image are described in (I 2.1.

range element for which AZI/At is the lamgest value. The rule The function of the adaptive proicssor is to compensate for

for finding R0 , then, is to ca.,culate T1 /A1 Ior a11 range ale- so that the operation described by (6) may be Accom-
ments and search for the larget value. The signal sequence pLished. In the earlier steps of the process the dame were seatched

from that range bin becomes the reference signal. to find the ran.ge bin in which the echo ampLitude across the

E-4
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TABLE I
STEPS IN RADIO CAMERA IMAGING

SUP

I Measur and stote complexi envitlopes Viffl i
of echo samples asng bin -fJt- element number

U2 Correct unptitudles by dividing byA nikI
element pattern estimate.,,,

Al ~~~~3 Find R sighthat A ,a A. all AAnflO

4 Phiase conjugateat R A0400

ILS Phase rotate at Ill range elements A~l~u~'O

6 Focus at eah range R1 ii l* N* O
2 Ri R0

7 Phase shift Unsafy with angle 5f,,ihnejdx

a sum at echrmap eemenst S1 u~~,riokizm

array had the smallest variation. That range bin became the phase correction is approximately quadratic, as given by (6).
reference range and the signal from that range bin became the Assuming that the earlier steps were performed properly, the

synchronizing signal. Its complex envelope following normal- s~lf-chening process forced the quadratic component of the
i~zation to I' is A0,, exp (jtli0,) where the amplitudes are all phasse shift of the signal in the nith channel to become -kxz,,1

nearly the same. The phase of the echoes are random, how- L91 + )cz3
2 /2R 0 . To focus the array to range AR, this term

IV ever. due to the perturbed geometry of the array or the spatial mnust be set to zero, which requires a further phase addition of
Cvariatons of the refractive index or the impedance variations (kz,2/2)XlR, - l/R0 ). This step require a knowledge of the

from element to element of any combination of these factors. range R0 of the refertrnce reflector. Fortunately, the value of
*If the reference source were an ideal source the phase dif- Ro is available in the system for it is measured, as in conven-

ferences would be duo entirely to them. In addition the tional radar, by the round-trip travel time of the pulse to the

phases are perturbed by multipath and scattering and by the phase synchronizing source and it is read directly into the
finite lobe width of the reradiation from the synchronizing signal processor from the radar receiver. The accuracy of meas-
wsouce. However, because it is generally impossible for the sys- urement is determined by the range resolution of the systemn,
tern designer to obtain a priori information about thene latter which is the order of the reciprocal of the signal bandwidth

*conditions, the signal processor must necessarily ignore them. (in distance units), or the neasr-field range beamwidth. which-
The fourth step in the process is to compensate for the ege is smaller.

£phase variations, which are assumed to be due to the first %et Step 7 imparts a linear phase rotation to the range-focused
of factore. Correction is accomplished by phase rotating the complex envelope (designated Bin in Table 1) for each scan
complex envelopes of the signals from R0 received by the dif- angle st. The phase shift is -kX"U.
ferent array elements. The proper phase shift for the nth dcl- The last stop forms t~he sum of the linearly phase-weighted,
rnent is the negative of the phase difference Atti 0, = ý'oa - range-focusied samples to obtain the image 11(u) for the ith

iioo. The complex signa envelope at the nth element becomes range bin:
Aoui exp (/'iOO) oxp (-1J(4'o - 000o)) Is A exp (I40o). This
correction, or phase conjugation, is exactly what a phased IV

array or lens would do when focusing upon the reference l,0)- Bing (7)
source. The output signal from the array when it is so focused; MalI

is the sum of these phase-corrected echoes from R0 . EEFTPS~O EAC

SCANNINGSteps 3. 4, and 5 require no knowledge whatsoever of

The fifth step (performed simultaneously with Step 4) is element position. The phas synchronization procesu is purely
to phase rotate all the signal samples from each antenna ele- retrodlrectlve. Steps 6 (refocusing in range) and 7 (scanning in
ment by ý/on - 4foo. The samples of the complex envelope angle) do tuquire coordinate information- The tolerances on
from the ith range bin now become Ai exp U(ýj(jg - ýPonj + element position error hive been worked o.At [7] . (81 , [1,

0. ý00o)1. The sum of such a set of complex samples represents ch. 131. The most itringc-it toitrance is invoked b% Step 7.
the output of a misfocused phased array or lens since 01m, 0 Britfly, the theory consists of the following pointc. First, the
00.n except at the range R0 of the reference reflector. loss in main-lobe gain, in de-ib'ils, due to all the random phase

The sixth step is to focus the array at all ranges sitnuita- errors across the 3rray is IAG ft 4.30.2l where a*' is the vari-
neously, This task is accomplished for an arbitirary rangeRA1 by ance of the phase errors in square radians. Second. the phase
refocusing the array from the reference range R0 to R,. The variance due to random position errors is approximately o.2~

E- 5
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k2 a.392 wheoe a2 Is the position error variance in the array 40 S*e.,4w rAOAGVS

in the direction perpendicular to the beam-forming direý;tion
and 9 (rid) is thse scan angle measured frorn the direction of
betam-forming. Combining these expressions. and Allowing 3 0
149B loss in array gain as an acceptable pin-loss tolerance, TEF7CL

the tins element tolerance becomes a9, a (V4Y#.,,, * FREE SPACE

The factor X/4wr is the conventional tolerance in phased to qSOS
array, mirror, or lens desig.,. 8 is the maximum scan angle
from the direction of the reference source and is half the field
of view. Since an individual radar target always subtends a 1flvery sniail angle at the radar, 8,ns -4 l and the alloweda
element position error is exceedingly large. For example, if L
the system were designed to imapea target as IarT(in angle) o
as the mood. 0,naz would be approximately 10 rid. in this mLLOOWi AN= OWAIP0fV 0111CNEM%0

cam the position accuracy tolerance increases by two orders
of magntude to about lOX. It is precisely this extraordinary
liberty in position tolerance, following adaptive phait synclion- '0 M*DK 231 )C5-a
izarflon, tkhat permits radio cantera imaging with a nornnpd 111004 1.64

or ill-surveyed arrmy.
30

EXPERIMENTS
Fig. 6 shows the resualtof an X-band radio camera imaging 0NCOCiiAiAG

experiment Usling a low power (S W) radar transmitter and a RD .ff MG

cornet reflector for the phase synchronizer. The size of the re-
flector was 0.46 m and its radar cross-section was calculated to

2i 2
be 56 in . The estimated clutter cross-section was -m2. The '
--eLeiving array was the one used in the experiment for Fig. 3:
it was 27-rn long and 1.2-ni wide. The 100 element positions
were randomly located within it. Uniform probability density oa ' zo a
functions of element position wern chosens for both the length '4.uRMWA "M~ KAW0*WA 04A(fifOM

-~ and width dimensions of the array. The experiment was con-
ducted on a time-shared basis in which a single radar receiver
was successively moved from position to position. delivering a - r.oTARGETS

* radar echo trace to a microprocessor from each receiver posi-
tion, after which the operation., described earlier were per-
formed. The image is one-dimensional deflection modulated. ir rimr ~
The target consisted of two adldit~ional reflectors, each 0.61 fin,~.6 n-kesoa mg f w onrrfetrtre sn
drawn to scale below the image. The target was 240 mn from an~other corner taflector (fo adaptive bearn toming. T~heoretical
the art. y and subtended an angle of 14 miad. The reference re- respons in tree space shown tor comparison.
flectgr was 41 mn closer. Drawn also in Fig. 6 is the calculated--
response of the array in free space had it seif-iganized pep- theoretical average siddlobe level for the two nearly equal
fectly. It is evident that the experiment was excitedinsly suc- strength targets in Figs. 6 and 7 is -17 dB-. the measured
cesafuL. levels are within a few tenths of a decibel ot this value.

The theoretical beamwidth for this experiment, based upon-
diffraction theory, was O.88XIL cos 9. The coefficient cor- ISOLATED TARGET
responds to the particular probability density function of edc-
meeit location used I1 I B the target angle from the array The situation is somewhat differcnc tcr an isolated target
normnal. was 25*. This expression evaluates to 1.1 mrad. such as at. aircraft or a ship in which the reference source is
which is indistingusshAble from the measured beamwidth. on the target. One difference is that no range refcu~siang

Fig. 7 is the image of thc: same reflectors when the equip- (Step 6 of TAble 1) is required since the size of the 3ircraft
ment was operated in the synthetic aperture mode [91: the usually will be small compared to the dlepth of field of the
low power transmitter and receiver both were moved from array. A morm significant difference lies in th-. fact that target
position to position for each radar transmission and reception, echoes are used both for adaptive phase synchronization as

* .. (The experimental setup and procedure were illustrated and well as for imaging. The requirements upon the echo charac-
*described in [(31.) Because of the doubling of the wavenumber teristic3 are opposed for theme two processes. Phase synchroni-

¶due to the synthetic aperture operation, the beam cross-sec- zationt requires a2 dominant point source. whcreas the objective
tion in FIg. 7 is halved. Again, the comparison with the cal- of picture taking is to rcproduce :nec angular backicatter pro-

*culated free space response is excellent. The separation of the file of a complicated target so that the target may be classified
corner reflectors was increased to 16 mrad in this experiment, or characterized.

- -In both experiments the sidelobe properties conform to The conflict, resolves itself when the target is moving rela-
the theory of the random array ( 11, (21, which predicts that tive to the observer. Fig. 8 shows an aircraft at distance R
the contribution to the average sidelobe power level is N_ with its velocity vector V making an angle ct with the direction
times the main-lobe power response of a target. Thus, the to the Array. The aspect angle a kchanges with time at the rate 3

E-6
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V
V*J.AM tO MUU1 V

~ L A rFig. 9. Rersdiation pattern rotates with platfrml~ mation.

* Lv Y\4l~ ~determined by the turning rate da/dr and the reradiationi
Q 2.9 beamwidth (f/t). The duration or correlation tirre can be

m..hJWAM ru Finlaaee 11esM.CiwM estimated us the time required for the differentia) phase of the '
echoes from two scatterers separated a distance equal to the .-

30o ,inQrs a Qj.C011411AI target size r to change about irl2. The right of Fig. 9 shows
ft"124. M9ase the geometry. The change in the differential distance 6 R from

spas, ~two such scatterers is approximately Tdo. The rate of change
44011M 'seem Z7 is d(MR)dt as Idor/t 21 7v sin cuR and the phase difference

to ~between their echoes changes at a rate d(60)/dr -2kd(SR)/
I dt at 4wTV sin alA. Hence, the correlation time is the order

of

r,9 T M1A8TV sin a. (5)

Cosdra Mach I aircraft with a reflecting region I mn in
N~t sizeoriented normal to the !-adar line-or-sight. When observ~ed

-. with 3-cm radiation from a distance of 20 kin and at a 3
UL&0110 "40SLWMIAMT angle the correlation time is about I/:! s. During this time the

laMg array on the ground may be synchronized. forming a
narrow beam focused on the specuLar reflector. Rather than

A . TARGETS determining at what rampe to phase conlupte or focus, as in
the earlier discussion (Step 3 of Table 1). thl signal processor

-- -.- as. {nrIM1118e now determines when to perform this operation. Its criterionAT YAr "MMis exactly the same, i.e., reasonable uniformity of echo stre ngth.
F4j T7. Radio camera unsge or samne two targets in synthetic aperure across the array. Furthermore, x4 can apply an additional and

mod& highly smnsitive measure. the correlation time, which is the
reciprocal of the echo modulation bandwidth, vanes inversely

Va Rd with target size. When the highlight disappears the -target" in

(8) becmes the site of the aircraft- If the 1-in flat plate re-

Im~amg jump by a factor of 30 following the 1/2 s phas#,sychroinizing
perriod. Similar. the echo modulation bandwidth would drop

h-ce by this factor when a stable echo appears, thereby permitting
the signal processr to readily determine when to phase
synchronize.

Observaition of the drop in echo modulation bandwidth can
ARRAY be made in the low-frequency control branch of the phase-

Fig. 3. Aspect angle a change with time. lock loop, if such a circui: is used for adaptive beam forming,
or in the data store of a real-time digital processor. In the

da/dr - V sin WAR. Because of this turning motion, the radar latter cas the data may he orarnzed in the same format
echo chAnges with time, sometimes having the desirable prop- showin in the lower part of Fig. 2 except that the horizonta
erties for phase synchronization while at other times the coordinate is no longer range, but time. AUI the data come
return signal is good for imaging purposes. From time to time from the same range bin and the columns are spaced by one
a strong highlight appears due, say, to a broadside specuLar interpulsa period. Succeisive columns are succtssive range-
return from the fuse~alag, or a two-plane corner reflector formed gaited samples of the echoes at esch antenna element. The

* by win& and fuselage or in the ta" assembly. The highlights are processor observes the data bandwidth and the -amplitude
severely aspect-angle dependent, as is demonstrated in Fig 9. stabilty to determine when to phase synchronize (Step 3).
There a small flat-place reflector of lengxh T is shown momnen- During the dwell time of a highlight the signal processor ceases
tardly oriented broad~side to the direction to the array. As the the imnagig process and phase conjugates insteac (Step 4).
line-of-sight angle 6 changes due to platform motion the re- Next it obser'.es when the modulation bandwidth returns to
radiation pattern mnoves through twice that angle. Conse- normal, at which time it begins ag~ain the imaging process
quently. the time that the main lobe dwells upon the array is (Steps 7 and 8). Following-tche high-rcsolution angle scan it

E-7
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Fig. 10. Histogamns of aircraft echo sequmnce..

Awaits the next synchronizing interval to repeat the process. TABLE U
The ycl tie istheordr ofonesecnd.During several such RELATIVE FREQUEINCIES OF OCCUJRRENCE OfIMAGING~5thi hasmovedand otate ~flj~lyAND PHASE SYNCHRONIZING.NMODES ':

* insofar as the observr is concerned, but has altered its orienta- nhram
tion sufficiently to cause successive imatis; to be statistcally Number Imain oda Synhrniin
independaant Hence. the logical next step is to form -mutltiple View of Aircraft (Ray[eg d) (~anpf ete
exposu~res," La., vima of intensities of several successive 0pO (teindf Nihr

imagois. Doing so builds up the information content in the Broadside 3 0.394 0.286 0.120
image and fills in the speckles or glint resulting from the Now 2 0.301 0.363 o.06
narrow-band (near monochromatic) radiation. In addition, it TAll 9 0.6068 0.193 0.201
reduces the sidelobe peaks of the random array by several
decibels I 11.

An experiment has been conducted to measure highlight
dwell times and the percentages of time that aircraft targets are TABLE III "."

in the So-called "synchronizing" and "imaging" modesi (101. APOIAECREAINTliSFRARRA~EHE
The basis for the measurement is the expected change in the Averae Average \

o probability density function (pdf) of the echo amplitude when a Numbe ol' Correlation T'ite Deviation
hilghU~h Occurs. Without it the eChp1 is 1he vector SUM Of a View Aircraft Observed (0) Ist
large number of small. randomly phased echoes. The sun is
A two-dimensional, zero mean, random Gaussian variate, the Broadside 16 1.66 0.68

* amplitude of which is Rayleigh distributed, i.e.. if A is the Now 7 0.17 0.04
* echo amplitude and 12c2 is its mein square value, the pdf of _______________________

A ~ is 1(A) - (Ala;) exp (-A 2/202). When a strong scatterer of
strength A0 is added, the pdf changes to the RIcean distribu-
tion f(A) - (A to2) exp [-(A2 + A40 )2)2Jo1 0 (AAo/02), SUMMARY

* where 4, is the modified Bessel function of the first kind and A radar antenna &mry distorted beyond the normal toler-
zoaroth order. f(A) reduces to the Rayleigh pdf when A 0 - 0 ance of about one-tenth wavelength can be made to function .

Illi: as a diffraction-limited imaging aperture by adaptively phase-. *

The experiment was designed 10 gather simple statistics on compensating for the distortion. An external point sour"e of
the short-tim. pdf of radar echoes from aircraft. The radar was radiation. called the phase synchronizer or adaptive beam4

an L-band APN(17SID. It is located at the Valley Forge Re- former, illuminates the array. The source may be an activemeach Center of the Moore School of Electrical Engineering, beacon or a passive reflector echoing the radiation from a
University of Pennsylvania. at Valley Forge. Pennsylvania. 40- radar transmitter. The phase of the radiation field is Measured

* km west of Philadelphia. Commercia~l aircraft flying in the at each array element. Phase shilts are added to each elcement
Philadelphia-New York-Scranton triangle were observed and channel to eliminate the phase differences. An arr-iy tocuseti
tracked. Distances varied from IS to 100 km. Echo sequences at the beamn-forming source results. Open loop scanning in

* of very ing numbers of pulses were sorted by amplitude in real range and angle follows adaptive focusing o f the array.
time in a histogram generator and the nature of the pdf was An algorithm suitable fo~r digital signal processing is given.

* judged to be Rayleigh. Ricen,. or nondescript. It describes I) a search procedure for locating the taegct most
~The results are shown in the tables for broadside, nose. and favorable !or adaptive beam forming, 2) the 4daptive bua&M-
Udaspect. Sample histograms are shown in Fig. 10. As ex- forming process, and 3) range! and angle scanning of the focuseil

* pected, Rayleigh and Ricean pdfs did occur, the former with beam. Experimental evidence of the validity Of the teahnique
- about three times the frequency of the latter (Table 11). About is given, based upon experiments with a 27-mn K-band randlom

20 p.srcent of the sample runs showed no preference for either, sparse array.
- exhititing instead tendencies -toward uniformity or bimod2- A modification to the 4asic algorithm is descri' *d to ac-
S lrty, fir dxample. The average correlation time in each mode comociate an isolated target such as an aircraft or i 'p. A

also -was measured (Table 11I). Note that the 1/2-s dwell time radar experiment with aircraft of opportunity disclo..d that
S s".tiraed earlier fo.- the sync mode is within the range shown, the fluactuating properties of airborne target echoes satisfy the

The measurements confirmed the expectation that aircraft will requirements of the se~arch procedure for a suitable adaptive
alt'mrately permit array synchronizing and imagng. beam-forming source.
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Properties of Phase Synchronizing Sources for a Radio Camera

BERNARD D. STEINBERG. FELLOW, IEEE

Abstract-. distorted phased arra% can be made to operate as a THE RADIO CAMERA
dilTraction-Ilmlied aperture if a compensating time dela) and/or Fig. I shows a pulsed transmitter illuminating a point r'
phase shift is added in etch antenlna element channel. %%hen Ihe flector which reradiates to a distorted receiving array. The ar-
disturtion is not knosan a priori the correction must be based upon
phastfront measurements of the radiation from a source external to ray system measures time and/or phase differences betweep
the array. The ideal adaptive sinchronizing source is a point source the echoes at each antenna element and assumes that they a.:>
radiating in free space. The phasefronts of realistki sources are due.entirely to differential distances from the source to th,.

perturbed. houerer. Three tlpes of practical sources and calculations antenna elements and to variations in the index of refraction

of the conditions under %hich their radiation fields are acceptable for of the propagation medium along the ray paths. Following e<."
adaptie beamrforming are discussed. The sources are the passive velope time-delay correction, an automatic phase correctic*
reflector, the actite beacon. and radar ground clutter. 00 - O,, is made, which is ihe difference between the echo phases

received at some arbitrary referince e!emnent and the nth ela-

1. INTRODUCTION ment. The second term -On is the key to the corrective pro.-%
ess. It is the complement of the phase of the received sign'.-.

RETRODIRECTIVE array samples the radiation field relative to some reference phase which is constant across the
from a point source at a distance and adjusts the phase of array. In practice, the reference signal need not be the sigt1r!•

the radiated wave at each element to be the complement of from another element in the array; instead, it can be the loc.-.
the measured signal phase (1 -13]. The radio camera (dis- o~cillator wave from a central source in the system delivered 0
torted array plus self-adaptive beamforming) requires retrodi- each element with the same phase. Either procedure is satis-
rective nrocedures [4]-8 1. The function of the radio camera factory.
is very ii. angular resolution imaging. The aperture size re- Automatic phase conjugation also is called adaptive bean-'..
quized at microwaves to achieve the resolving power of corn forming or self-cohering or phase synchronizing. After the
mon optical instruments, which is 10-s to 10-4 rad, is hun- beam is formed it may be scanned by geometrically calculated.
dreds of meters to tens of kilometers, as is evident from the re- phase corrections applied open loop to the second bank
lation W --a X•/L, where 18 is the beamwidth, X, is the wave- phase shifters. Analog or digital circuits can be used to imnpl4-
length, and L is the size of the aperture. Apertures so large will ment both banks of phase shifters and the phase controllers.
be very difficult if not impossible to survey to the one-tenth The result of adaptive beamforning is a receiving array sel'.
wavelength or smaller tolerance required for diffraction-limited focused upon the synchonizing source. The dimensions of th.
operation 151. Some apertures will flex and may even be time- focal zone of the array when focused upon a near-field source'
varyi.ng. Earlier papers describe various aspects of the radio at a distance R are shown in Fig. 1. The nominal coss-range
"camera. The overall system concept is given in [41 and 151. beamwidth is Ra/L. The beamwidth in range is the depth C1

Tho details of the algorithm for searching for the retrodarec- feld of the aperture, which is approximately 7X(R/L) [$]*".-', tived ofmfr r tocsen aperone whic ind appronratel the) focus.
tive beamformer, focusing upon it, and scanning the focused The focal zone when the source is in the far field is an angular
beam in range and angle are given in [7). Early experimental sector of width )/L rad. Thus, the angular resolution in th-,
results were published in that paper and in [61 and [S1. scandimage of the radio camera is essentially the as me in -,

This paper examines the retrodirectpve beamforming source the near field as in the far field. The far-field range resolutior"
and determines the requrhed properties for satisfactory opera- is determined by the pulse duration of the transmitter (ex-

8 .pressed in distance units) and in the near field it is the puLils ion of aradio camera. The principle of operation with a dis- pru ndsac nt)adi h erfedi stepl'-~

torted array, the radiation pattern that results from retrodirec- duration or the depth of field, whichever is smaller.
tive beamforming, and the losses that can develop in array gain Fig. 2 shows two one-dimensional radio camera images
are discussed in the next two sections. In the following section which illustrate the importance of a high quality beamformt.
bounds are calculated on the necessary physical properties of ing source. These one-dimensional angle scans were obtaine,-
retrodirective synchronizing sources. The sources.discussed in- with a modified AN/APQ-102 radar operating in the synthetii.--
elude the passive reflector such as the corner reflector,, ie ac- aperture radio camera mode described in (6], [7], and [91.
tive beacon and radar ground clutter. Experimental oi,- li- The array was approximately linear. Its length was 40 m. I
mensional radio camera images show how array gain cin be consisted of 200 sample points located at random. The rada..*
degraded by an imperfect retrodirective source, was an X-band (N - 3 cm) set w'th 50 kw peak power and a"

range cell of 9 m. The adaptive beam-forming source in the ex-

-Manuscript received June 30, 198;; revised October 16. 1981. This pernment of Fig. 2(a) was a 4 ft corner reflector 5.6 km fror-<..ll6 uork was principally supported by the Office of Naval Research and the radar. 3 1 m more distant was a 2 ft corner reflector. ThqJ
the A i Force Office of Scientific Research. radio camera first self-focused upon the 4 ft reflector, then

The author is with the Valley Forge Rese.uch Center, Moore School scanned in angle anti range to the location of the smaller re.
of Eiecrical Engineering, University of Pennsylvania, Philadelphia. PA
19104 and the AUborne Radar Branch. Naval Research Laboratorvy flector, following which it scanned in angle across it to pro--
Washington. DC 20375. duce the image shown in Fig. 2(a). The ordinate is in ampli-

"0018-9.6X8•/l 1l00.1086S00.75 © 198: IEEE
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Fil. I. Phase synchronizing a badly distorted radio tmera artay on echoes from a point reflector.
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Fig .Oe-torracsioa rdo f er m aggetw fsor3tfcmer-

fletofat .6 m. eamormng argt i (a isanother corner re-
flector; in Mb it is a house. Loss int array pain is 3.2 d8.

tude units, and the abscissa is in milliradians from the direc- house wa~s 0.74 tad 7 or 0,86 tad rmns. The nominal widths of
*tion to the 4 ft reflector. The cross section of the imaged 2 ft all lobes (main lobe and sidelobes) of a random array remain

reflector is 0.4 mrad which is 2.2 m at the target range. The unchanged irrespective of the phase errors. Thus, phase errors
expected values based upon diffraction theory, snythetic at- during the adaptive beamforming process reduce array gain but
ray theory, and random array theory are the same, have no first-order effect upon array beamwvidth.

* Fig. 2(b) shows the same target imaged by the same equip.- It is evident that the house was not a satisfactory target of
ment using exactly the same array and imaging algorithm. The opportunity for adaptive phase synchronization of the dibtorted -

only difference is the beamforming source. The source in Fig. array. In the following sections the conditions under which,
2(b) is a house located 15.5 mrad to the left of the target and targets are s~atisfactory sources are examined and bounds a..
45 m from it in range. The resolving power of the instrument derived for their use.
is not signifiicantly altered but the array gain is reduced by 3.2
dB. LOSS IN ARRAY GAIN

*That the arry gain is seriously affected by the properties of The radiation power pattern formed by the adaptive retro-
the synchronizing source, while the array beamwidth is not, is directive process is approximnately a replica of the source iunc-
predictable from random array theory [S5I. Array gain is sensi- tion or scene that produces the incident radiation field. Ler
tive to random phase errors across the arry according to the source or scene be at distance R from the distorted arry

[fGIGO) ex [b 2 1 where 5H} means expectation, G is (Fig. 3). Let y be ar. axis through the scene perpendicular to
the arry power gain, Go is the gain in the absence of errors, the direction of phase qynchronization of the array, whýich kvlI
and a0 is the phase-error varince across the arry. Expressed be called the :.axis. Define the reduced angular variable ý4
in decibels the less in gain is AG(dB) -4.3 a,.2 Based on sin 8 = yfR where the angle 9 is measured from the :-axis. 0 is
these equations it may be deduced that the phase variance across called the scan angle. The source or scene s~t) produces a
the array after phase synchronization on the echoes from the radiation field along the xi-axis in the arra5 (Fresnel approx;-
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Fit. 3. The scene tobe imagedlisat distance R from the auray.The P220SA >
z-axs is in the direction of the synchronizing source. The x. and
r-a.es are perpendicular to the :-axis and are in the unin plane.

mation) Fig. 4. Types of synchronizing sources: passive reflectors, active bea-

cons, and distributed clutter.
S(x: R) -Js(U)e~k(xM.12/2R) du(1

mitter. To calculate the loss in gain it is necessary only to re-
where the x-axis also is perpendicular to the z-axis. Now assume late the phasefront distribution to the scatterer distribution
a phase conjugation operation such that the current excitation and then deduce the gain loss from the phase-front distortion.
in the array along the x-axis is the complex conjugate S*(x) of First, the scatterer distribution, whether on the beamform- '•
(I). The radiation pattern of the array in the source region be. ing target or in the illuminated clutter patch, may be pre-
comes sumed to be random, which is a sufficient condition to ensure r

f2 that the phase perturbations in the phasefront of the reradia- ~-'
f(u;R) = 1 S(x;R)e/k(x'x 22R) dx (2) tion also are random. Given this condition the loss in gain, in

decibels, is 4.3 a02. Next, assume that a tolerable loss in gain
which implies is I dB. The phase variance allowed in the phasefront is o02 =

1f( 1/4.3 rad 2 . Now assume that the target having radar cross sec-
S*Cx:R)C tcx' Ia ,R~eikxuI

S - 'u;Je du (3) tion OT radiates as a point source and that the clutter cross
section oC < a2-. Their echoes received at some arbitrary an-

by the properties of the Fourier transform. Equation (3) may tenna element in the array arrive with abritrary phase aand
be rewritten "amplitude ratio a = ac"l 21/a.1/ 2 < 1. The phase error 80 =

f[J *tan- 1 [a sin a/(1 + a cos a)] is a zero mean random variable.
S(X;R) =- du (4) Equating its variance to 1/4.3 leads to the condition or > 2.5 ,

ac, which guarantees that the loss in gain will not exceed
from which, by comparison with (1), it is evident that the tolerance.
radiation pattern f = s* or Ill - Is I, thus validating the open-
ing statement of this section. Now introduce a discrete sampling TYPES OF SYNCHRONIZING SOURCES
of the radiation field in the x-axis at locations xi and let the
adaptive circuits weight the N elements by w, = S*(xi; R). The Fig. 4 illustrates several types of synchronizing sources.
radiation pattern Shown on the ground are a corner reflector (CR), which is a

f N near-ideal beamforming source, and a large, prominent target
f(u;R) f , S*(xg;R)Cx--xi)eik(xu-x2/2R) dx of opportunity (TOO). Both are passive reflectors. Also shown

L 1.1 is an active beacon (B). The beacon can be airborne as well, as
illustrated by the one carried in the remotely piloted vehicle 7

(5) (RPV). The beamforming target also may be a reflecting sur-
is an approximation to (2), the approximation being due to face on the target to be imaged (called a target reference (TR)),
the discrete sampling in the aperture and to its finite extent L. as is illustrated by the large specular reflecting surface of the
In (5) R() is the Dirac-delta function. Since the array is not airplane target. Lastly, the beamforming source can be dis- C'
solely in the x-axis (5) is not an exact expression of the radia- tributed clutter echoes as is illustrated for the airborne radio "
tion pattern but is a close approximation in the angular neigh- camera. These three types of sources (passive reflector, active
borhood of the adaptive beamforming source. beacon and distributed clutter) are discussed separately in the

A further approximation is made in the radio camera: since subsections below.
the amplitude of the radiation field must be nearly constant
for the source to approximate a point source, it is sufficient Passive Reflector
merely to phase-weight the elements in the array by the con- Not only must the passive reflector have a large enough
jugate of the incident field and to ignore its ampLitude varia- radar cross section so that its echo dominates the phasefront •i
tion. of the radiation field illuminating the array, but its physical

Based on this reasoning, it is seen that when various scatter- size must be small enough so that its reradiation is nearly
ing centers exist in the source region the gain of the adaptively planar or spherical. These two conditions place bounds on the
formed bearn will be reduced from its maximum possible value acceptable size of a passive target.
due to the gain of the radiation pattern in the directions of The nominal lobe spacing of the radiation from a target of
those scatterers. The scatterers may be part of the synchro- size T is ,/T That this is so may be seen by considering struc.
nizing target, as in the case of the house (Fig. 2(b)),or they tures of simple or known characteristics. For example, a flat-
inay be clutter scatterers iin the patch illuminated by the trans- plate reflector of length T radiates a pattern having the angu-
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lax characteristic sin (wTu/X)/(iTu/A), where u - sin (8 - 8o), TABLE I
* is the angle measured from the normal to the surface, and 00 MAXIMUM AND MINIMUM SIZES OF CORNER REFLECTORS
is the direction of maximum reradlation. The width of the FOR USE AS SOURCES FOR X.DAND ANDL.BAND
main lobe it approximately rT, as Is the spacing between ILLUSTRATIONS

Zero crossinis in the remainder of the reradlation pattern. Band h (m) ao &R (m) At (tad) X/L TrIn (m) Tmsx (m)
SimlIarly, If the target contains two prominent scatterers of
equal strength spaced by T the reradiation pattern has the X 0.03 10-2 S 1/20 1/2000 0.25 5
forta cos (WTu/P). The zero.crosusin interval is VT. If the scat- L 0.3 10-3 20 1/20 1/2000 0.61 5
tam an of uanqual strength the radiation pattern develops an

additive constant but the angular modulation period remains
the same. LasUy, if a target consists of many scatterers of
random ainplitudes and locations within the interval T the
reults will be similar. Let the scatterer distribution be a sample TMO
function of a random process characterized by XajS(y - ye),
where I are the scattering amplitudes and Yi Ire their loca- 0og T Ong log gp

tions on the reflector. The radiation pattern isbt

Th____tter isdttoheqmPinofterno poes b

sti te iona (transfo) oftewno (6)tonrereFni g. 2. R.a0ge.dependenc/e ons< fssv t T and beacon

iru/

whereteto the a teri et.s convoluton.Te saci o u)and ter is the
th setnt oftetrget.) They' lobe spcnPfg)cnb o

smaller than that of the sync function, which is RT. All three Table l illustrates two cases of radars with beamwidths of

examnples indicate V/T to be a typical value of the lobe spacing. 1/20 rad or approximately 30. One has a 3 cm wavelength andA lobe width is about half this value, and its cross section a 5 m range resolution. The other has a 30 cm wavelength and
at the array a distance t from the tartet is tR/2T. Unless a 20 m range resolution. In each case the design problem is to
the central portion of such a lobe encompasses the entire n make the azimuthal resolution 100 times finer through the use
ray the second condition above is not satisfied. Hence, a mini- of a large, distributed, receiving phased array. The adaptive
mum condition for satisfactory beamforming is beamformer is at a distance of 10 km in both cases. Values of

exR i at V0 1/2 0-2 and o 0r are assumed for the two wavelengths.
at > t or T< R- (7) The right side of the table shows the maximum and minimum
2th 2o sizes of corner reflectors that satisfy the requirements de-

To satisfy the first condition the radar cross section of the scribed above.
adaptive beamformer must exceed the combined cross sections Fig. i expresses t boundaa function of range s . It is

of all the scatterers in the illuminated patch so as to dominate evident that at short ranges the minimum allowed size ex-
the phasefront. The clutter cross section aC = ACao, where ceeds the maximum allowed size, which means that adaptive
AC = RARAG is the area of the patch illuminated by the trans- beamforming cannot be accomplished with a passive reflector
mitter, A9 is the nominal beamwidth, AR is the pulse length, at distances less than some minimum range. The minimum
and R is the distance from the transmitter. ao is the normalized range is found by equating the bounds:
backscatter coefficient of the terrain. The radar cross section Rmin - (40L 4 X-a 0 -R') 3 , (9)
of the target a7- - A TG, where A T is the projected target area
illuminated by the transmitter, and G is the gain or directivity .4ctire Beacon
of the target reradiation in the direction of the receiver. The The second phase synchronizing source is an active bea-
peak gain of a flat plate reflector is 4lrAT/X 2 and its maxi- con triggered by the radar transmitter radiating a pulse se-
mum radar cross section is oaT = 41r.-4T 2 /X2 which equals quence of power P8 at a distance R from the array. Isotropic
41rT"4 /X2 for a square reflector of side T. Since the effective radiation is assumed. The beacon power density at the array is
area of a corner reflector is that of the inscribed equilateral PB/4-,rR 2 . The clutter power density at the array is PG-GTcC/
hexagon, its area is T2 /2-,/ 3 and its radar cross section is ap- (4.rR2 ) 2 where Pr is the radar transmitter power and Gr is
proximately T4 /X2 . Radar cross sections of other standard the antenna gain ( 111 . The clutter cross section ac was given
shapes are well documented ( 10]. in the subsection above. Combining these terms and requiring

By using the condition a7 > 2.5 ac derived earlier, and that the beacon signal exceed the clutter echo by a factor of
expressing a-t and cc in terms of radar and target parameters, 2.5 or more results in the following condition on the beacon
the lower bound on target size is easily calculated for any power:
shape. For example, by using the last expression above for
target cross section the inequality T4 /X2 < 1.5 a0 RAR'0 ex. PB > (10)
presses a lower bound upon corner reflector target size. Com- 1.61,R
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Whereas the required size of the passive target grows with --L--
range (see (5)), the minimum required beacon power is in-
versely proportional to distance. This surprising result is due
to the fact that the beacon power density at the receiver suf-
fers an inverse square propagation loss while the clutter power 4e
"decrcases with the cube of range. PB cannot decrease lade- Qm"Em
finitely with range because the beacon signal always must ex- "
ceed receiver noise. Based on the assumption that receiver "oN

noise is independent from antenna-element channel to chan- "
"nel the received signal must exceed the noise by the same
factor of 2.'5 as it must exceed the clutter. The rmceived bea- uWrcu~t,
L.• con signal 2ower is PBARI4 , where AR is the effective Fig. 6. The clutter patch is too wide to Ibc a synchronizing source.
-area of the entie receiving array. Receiver noise power is Narrow-band filtering in the receiver reduces effective patch width
k2,.F %here k is Boltzmann's constant, T is receiver tempera- to ).R/2JL.

.-...- , ~tu-.. B :s ectiv'er band%% idth, and F is the system iioise figure. ,'
Co,'.bining these expressions leads to the second requiremert To confine the response of the filter to echoes from the de- -

Supon beacon power: sired subpatch its bandwidth

•';'"' •';0 (- w4 C os 0-•iý -Cos +

LcosV4L -co (eL)]
These equations also are plotted in Fig. S. If the beacon is 4V X V
self-triggered (radar transmitter turned off) the weak demand s - sin - sin 8 "-- tin O. (13) .,
upon beacon power given by (10) vanishes. X 4L L

Due to the different range dependencies of the passive tar- Fig. 7 shows how the reference signal would be used.' One
get and the active beacon, the following general observations element is chosen as the reference element. A nrrTow-band
may be made. filter (NBF) of bandwidth 1V cent.red at the mean Doppler

-.. _, A TOO, which is required for synchronizing a mobile shift delivers the reference signal to a bank of phase detectors,

radio camera, is most likely to be found at a short dis- each associated with one antenna element The clutter echoes

tance from the radar. received at each antenna element pass through a voltage-con-
tan from nstallation can. ustrolled phase shifter to the summer of the phased array. The ,* A fixed installation can use an implanted source. The

choice of active beacon triggered by the radar transmit- signal also passes to the other input of the phase detector.
The beat product is smoothed in a low pass filter and ap-

ter versus passive reflector will be influenced by the plied as the control voltage to the phase shifter. The circult
distance from source to radar (short range favors a pas- is a phaselock loop which drives the two inputs to the phase
sive source and long range favors the beacon). detector into a quadrature relationship. The loop responds to

""Cutter as a Synchronizing Source those componenU of the element signal which correlate with iH " " the narrow-band reference signal.
."-"Earlier it wa shown that the beam pattern, following self- Fig. 8 shows the clutter spectrum at an arbitrary element "

" . "cohering. approximates the soorce function that produces the and after passage through the NBF. The clutter signal may be
% incident radiation field. If the echoes are primarily from clut- represented by the sum of AM sinusoidal echoes of amplitudes.

-tr the pattern will approximate the angular clutter distribu- a1, Doppler shifts [a + f[ where fd - 2 V cos 8/A is the mean'-..
tion weighted by the pattern of the illuminating beam. Its shift, and phases O,. The aj, f1 and 01 are independent random

to .width, therefore, will be the same as that of the transmitter, variables. In addition, there is a phase shift (D due to the po-_
and no resohltion improvement will result. When the sadar sys- sition of the element in the distorted array; 41 is the quantity"
"tem is aýrborne, however, echoes from scatterers within the to be corrected by the adaptive process. Calling the clutter..
"ground patch may be distinguished from each other by their signal c(t), its equation is
Dc-ppler shifts: hence, narrow-band filtering of the received
clutter echoes can extract the reflections from scatterers 01 Cos (WO + Wd Wi)t + +

tie- within a su-Jpatch of the desired width. The output of sucn a

"filter can be used as a phase-synchronizing reference (S 1. where w - 21if. The reference wave is the sum of K <iM echoes
Fig. 6 shuws in airborne radar moving with speed V illumi, from the central portion of the ground patch. Its waveform is

-'"natg a clutter patch with beamwidth AG at distance R and at K•;" ~angle 0 from the pound track. The receiving anay of length L ,(t) =• aj co03 [ (WO0 +- .,d +- W/) 4- 0/).(5

.is ssumed to be distributed on the airframe. The width of the
cluiter patch P.16 - RX/a, a 4 L. is the aperture of the radar I A receiver chain containng the usual cUcuits such as amplifiers.transmitter, whereas the proper width cannot exceed .R/2L, msiner, and local oscillator is implicit in each channel. Coherent det.ec.-
as derived in (7). Assuming that the aircraft alti'ude is much tlon also is irpliciL. The NBF is assumed to be preceded by a range

hate so that the NHF resronds only to scattereis in the range interval."'smdler than the range, tie Doppler shift of an echo from a JR, R + epRe t Sifrranly, a range t ate isal ssumed at Mhe 1 nal-input port."-. catterer at angle 8 is of the pha se detector. The analysis wh ich roUows' 21so perta~m io %%ide-- "

band delay,-Une filters having narrow pasibands At intervals of the pulse
"" f = 2Id COS O/,. ( 1 2 repetition frequency and to optical corTelators [i 11).
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-l/2a'�1  = 1/2Fi = 1/20, assuming that the scatterers are sta-
"tistically independent and have common statistics. Since the
Doppler shifts and scatterer phases are independent from scat-

" 0 "OR•- = al terer to scatterer the average power in the second term is the
sum of the component powers, each of which contributes

m;!2(112a)2 = V/8. Hence, the variance of (16) is oa, 2."',, K(,V - l)I/8.
By adding the dashed NBF's in the element channels the

number of scatterers ir. the clutter signal (13) drops from M!, - ,to K, which reduces the variance to ou.,y,9= TK(K - 1
"". The reduction in phase-noise power is the factor OM - 1)/

Fig. 7. Referenct element and one other element in airborne radio (K - 1) 21 MI1K since the number of scatterers is large. Thiscamera. AU signals phaselocked by clutter-derived reference wave ratio is 2LAB/X, which is approximately the ratio of the clut-obtained from narrow-band fidter. ter bandwidth to the filter bandwidth because random ground
and sea clutter typically exhibit uniform angular distributions
and the transformation (12) from angle to frequency shift is,"zv6e to for small angles, nearly constant. This phase-noise power re-"j'-� -duction factor is exactly the angular resolution improvement

_ _ __ • ratio, which can be very large. For example, consider an S-band
to o .,to to, .?v $* radar (X - 10 cm) with a 30 beamwidth (.. 2= 1/20 rad)

aboard a 30 m aircraft. The resolution improvement factor isre) 30, which means that the reduction in the phase-noise powerin the PLL can be as large as 15 dB when the NBF is added in

the loop.
In addition to the proper filter bandwidth (13) the frt-

" " Fe quency selectivity of the filter must ensur,- that the clutter
power of the echoes passing through the central region of the.-. • filter exceeds the remainder by at icast a factor of 2.5, or 4{," O * •dB. Let the clutter power density spectrum be represented by

'"" (b) C(fQ) and the filter transfer function by He(f), where the orn~Fig. 8. (a) Input clutter spectrum. (b) After narrow-bind ftlter in of the frequency varahble f is taken at the mean Doppler shiftreference channel. 4d. Based on (e) and the assumption at e of a uniform
angular distribution of scatterers, C(f) is proportional to theThe mixer output is the product e(r) - ci(r)r(r), only the low probability density function of the frequency variable in (12)frequency terms of which pass through the low pass filter. Its and the weighting due to the antenna pattern. The former canoutput voltage is be shown to be proportional to [(2 V/A)' - f2' - T/2 The lat-

>I t ter is the two-way antenna patten transformed from the angle
et) -• i aacos [(0(~ -- I + • -- 1 + @]variable 9 to the frequency variable fusing (12). The required

2 condition on H(e) is given by

"1 2+ o1

2 •Y _2 ?.5. (17)

C cos ((Rcji- C) + 01, - +]. 0 (16) f'C(f)I (f)I'df

The dc output is u K , Xe 2 (cos W)/2 where a2 is the mean ,
.a. square echo strength of the scatterers. Thus, the dc controlvoltaige for the phase shifter is proportional to cos P. Since the SUMMARY

loop drives Phis voltage to zero, the portion of the phase- A distorted phased array can be made to operate as a da-shifted element signal within the passband of the NBF is fraction-lunited aparture if a compensating phase sh;ft is addedb -rought into phase quadrature with the reference signal in- in each antenna element channel. When the distortion is notdependent of the array distortion-induced phase error ,. This known a priori the phase correction must be based uponprocedure is performed in all array-element chinnels, resulting phasefront measurements of the radiation from a source ex-'n the cophasing of their signals, The reference signal channel te:nal to the array. The ideal phase synchronizing source is amay be added provided that it is shifted in phase by rrj2. The point source radiating in free space. The phasefronts of realisti.sum is the array output. Adding the NBF (shown dashed) in sources are perturbed, however. This paper discusses three
the PLL improves both its acquisition and tracking charal ter- types of practical sources and calculates the condations under
sties by reducing the phase noise in the loop. The steady which their radiation fields are acceptable for adaptive beam-

state Pha.¢rror varince in the loop is proportional to the forming.variance of (16) which is the power in the second !erm. That The most important source Ls a passive reflector such aS aterm consists of K(.1I -1 ) sinusoids of average amplitude corner reflector or a large target of opportunic, It is sho,,n

E- 1.5
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that bounds exist on the minimum and maximum sizes of and on the frequency selectivity of its transfer function 11(f).-
such reilecto.-s and that there is some minimum distance be- it is
lo%% which the conditions cannot be met. The bounds on size ~ W/2
T when the synchronizing source is a corner reflector and the J C(f I H(n 2 df >2. [ C(f)IH(f)j 2 df. (17)---Uminimum ranse R , n are I Eji

14<T<XC f) in (17) is the clutter power density spectrum.
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ON ARRAY GAIN OF A LARGE ADAP-
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ABSTRACT

An adaptive antenna array system large enough to obtain angular.resolvini. 'ower

.5., ' comparable to common optical systems is called a radio camera. Pol.lowinF an adaptive
I-% beamforming procedure the beam is open-loop scanned to get the desired ±maý,as. '!."L.-

path and scattering of the energy reradiated from the target induce phasefront dis-
"tor:ions. A theory has been devw loped showing that the lose in array gain due to the
scattered field can be described by a simple relationship involving only two quan-

- tities: the strength S of the scattered field relative to the direct field and a
spatial correlation function p(6) associated with the scattering process. The
argument e is the scanning angle. The array gain is G(9)- G(0)S(1-((AY).

A series of experiments has been conducted to test the assumptioaanderlyin.%
the development of the theory, which appears to vindicate them. The theory and ex-
periments are described. The theory is then used to determine the degradation in
radio camera scanning performance for several important cases of interference caused

' by reflaections.

*This work was principally supported by the Office of Naval Research, the Air Force
"- Office of Scientific Research and the Army Research Office.
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EFFECT OF MULTIPATH AND SCATTERING
ON ARRAY GAIN OF A LARGE ADAP-
TIVE BEAMFORHING PHASED ARRAY*

Bernard D. Steinberg & Eli Yadin

1. INTRODUCTION

An earlier paper described a procedure for self-cohering a distorted or time "'

varying phased array so as to obtain diffraction-limited imaging from it [1]. Beam->-

forming was accomplished by measuring the radiation field at' each point in the

array due to a point source or reflector. Conjugate phases were added at each

antenna element to form a focused, retrodirective beam, which was scanned in angle .

Sand range for imaging. The beamwidth (in radians) was approximately the reciprocal

of the size of the array in units of wavelength and the sidelobe properties were 2

those of the random array. A high angular resolution imaging system incorporation

this procedure is called a radio camera. P

While beamforming requires no knowledge of antenna element positions, scanning C.-

does require such knowledge. The self-cohering beamforming process eases the

tolerance on element position errors [2], [3], [4]. A nominal rms, surface tolerance:

of X/4n, which normally reduces array gain by 1 dB, can be increased by the

reciprocal of the angle (in radians) through which the system is scanned. Given

a field of view as large as the mood, the element position error tolerance can

be increased by two orders of magnitude.

This paper addresses the effects on array gain of a radio camera when

propagation conditions differ from free-space propagation. Multipath and scatterinr.

distort the radiation field at the array, the measurements of which are used to

retrodirectively focus a beam on the source. It is shown that two relatively

simple descriptors of the scattering process describe the loss in array gain.

These are the ratio of the scattered-to-direct field intensities and a correlation

function of phase errors induced in the measurements of the radiation field due to

E- 18
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the scattering. Experimental evidence lends support to the theory.

Two types of scattering and three cases for each type are analyzed: The fixed p1

point reflector and the specular reflector located close to the target area, roughly 1

mid-path between target and array, and withain the array.

2. ADAPTIVE BEAMFORMING

"No loss of average array gain is incurred at the beamforming angle, when adaptive

beamforming is employed, even in the presence of phase errors in the beamforming

p signals. Loss develops when scanning the radio camera away from 0o, the direction

"of beamforming. Although different methods of adaptive beamforming exhibit detailed

differences, the following discussion illustrates the general distinction between

the closed-loop (adaptive) beamforming and the open-loop (nonadaptive) scanning

functions.

Figure 1 illuotrates how phase errors degrade array gain during scanning. The

symbol ý is used to distinguish between the measured phase w.ith error and the

proper phase *. Let x represent position in the array and let the x-axis be

approximately perpendicular to the target direction. Let e represent target angular

position and let the 8-axis be an arc of constant distance from the array. Next

let the measured phase at point x due to a target or source at angle 0 in the field.. 1

be $(xe) - O(x.8) + 60(x,e). The first term is the "geometric" phase (modulo/2r)
, ".I

"" ""equal to 2w/X times the distance between point x and the target. The second term

is an error due to noise, multipath, element position error, and other sources

• ,of phase error. The amplitude of the received signal is a(x,e).

Now assume a strong synchronizing source at e - 0 radiating energy to the array.
0

r4 The retrodirective process focuses the array on the source. S(x,8o) (Figure la)

is a column vector in a matrix O(x,O). To form a beam at 8e it is necessary

to phase rotate the received signal a(xB ) exp[JO(x, 0)] by the negative of

4 tJ *(X,8o) (Figure ib), and to sum the phase-rotated vectors. All signals from the

"direction 8 - 8 become cophased and may be added. This is what the phase shifters
0

in a phased array do.
E-19
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(a) (X,e) MATRIX. *(X,8o) (b) PHASE MATRIX AFTER BEAKt-
IS THE PHASE OF THE SYN- FORMATION AT 9 - .
CHONIZING SIGNAL RECEIVED
AT POINT X IN THE ARRAY
FRCU A SOURCE AT 8

0

"FIGURE 1. BEAMFORMING PROCEDURE

In adaptive beamforming, closed-loop self-phasing procedures do the phase

rotation. Signals arriving from any other direction 6 are similarly phase #hifted

by (X,0 0 ). The general entry in Figure lb becomes ý(x.,) - $(X,O ). Designating

discrete element Locations as Xi, the complex sum

A A"'f()" m a(xij8)expj;(xi e) - ¢(xt 0o)e (0)

is the complex gain of the array in the direction e. Of course at 0 -6 the phase-. •"'
0

rotated signals are all corhased and (1) becomes

N

f(e) " a p(xi'e° pi(,(x V- *(xi• e)] "a(x 1.) (2)0 0 i- 0

In the absense of phase errors the radiation pattern (1) would have been
N

fo(e) - • a(xi)e)pib(xi.e) - (3)
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I U and Its peak value
.* --

0 " e ) " f(00) (4)

N is the same aa in (2), showing that loss does not develop at the beamforming angle

"even in the presence of phase errors in the beamforming signals.

The effects upon scanning are different, however. The objective of the scanning

operation is to make some other column vector in the matrix, say O(x,O e), equal

to zero. Signals arriving from 6 - 6I should, after processing become cophased,

"and their vector sum should add to th,. sum of the amplitudes, as in (2). Errors

i in phase measurement, however, reduce the vector sum, implying a loss in main-

lobe gain.

"This loss in gain is the dominant effect of phase measurement errors provided

- that (a) the errors in phase measurement are random a~d independent and (b) the

element placements are random. Beamwidth, beam shape and pointing error effects

"then become nil. The sidelobe properties are already those of a random process;

further random phase perturbations change the details of the side radiation pattern

' .- but not its statistics. Zence thu effect of phase meas-ireent, errors is to reduce

____the contrast in the scanned image (main lobe to average sidelobe ratio) but not the

"resolution (proportional to beamwidth).

Equation (1) illustrates adaptive beamforming: the second term in the argument

of the exponential zeros the phases at e - 6 . Scanning the beam to 8 after

00• nadaptive focus at 6 requires a further phase correction. (x )must be sub-

. ' .4
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tracted from the phase of the signal. This 13 an open-loop process. The signal

processor can only estimate the required phase correction from the geometry:

( )- (xo). The difference between the desired phase shift and the actual

open-loop phase shift is the residual phase error introduced by the scanning process.1

(dropping the subscript on beam direction e):

(x'8) - (x,eo) - [W(x,6) - 0(x,0e)] - 6(x.e) - 60(x,e) ¶ 0

The mean residual phase error across the array may be assumed to be zero. The

residual phase-error variance is the mean square error.

2 2a, - E[6#(xe) -0(xo

. E-[()]2 - 2Et64(e)&(eo)] + E[6,(eo)12 (6) .'
00

It was shown in [4] that phase errors in the signals received across a receiv:.-..
N..

array decrease the expected value of the main-beam power gain G, under fairly genera]l

conditions, according to

E[G] - G exp(- 2  (7)

where GO is the gain in the absence of errors. Given K independent sources of phau-.

error their variances add to form the total phase-error variance. The expected cha-.•

in gain in decibels is

K 2

10 log E[G/G 0 ] " -4.3 P (8)

The loss in gain, in dLcibels, called AG, is the negative of (18).
2 d

G- 4.3 d B~i d-

3. PHASEFRONT DISTORTION DUE TO MULTIPATH AND SCATTERING

One source of phase error is multipath and scattering. Energy from the target

may be scattered by reflectors located outside the direct path to the array and .1
some of the scattered energy may arrive at the array. The phase of the sum of

the direct and scattered energy across the array differs frop Lhe signal phases

which would exist wihout scattiring. Because the signal processor of the adaptive



array has no a priori means for calculating the phase changes clue to the scattering,

such phase alterations constitute phase errors which ircrease the phase error
evariance 02. From (6) * the contribution t 2due to multipath and scattering is

155

a E(&O(x,e) - 0(x,e 2 E[OxOj2 -2ECSý(x,e)Sý(x.8 + E6x0)12'

2 2-

2- 21 (x)] I(1 - P(x.A8)] 20 l - P(GI(9)

Si

• her•, "2 is the initial phase-error variance across the array due to the scattered
S

- energy, and p(AO) is the autocorrelation function of the phase error as a function

of the besasteering displacement A6 - 6 - 6 . The residual phase-error variance is0

"doubled because the residual phase error is the difference between two phase errors,

V., and is reduced according to the correlation between them.

Four assumptions are implicit in (9), the first three of which are weak

for a:Luit-rary terrain. However, the excellent agreerent is the theory wi.th

experimental data from the Valley Forge field site (shown later) lends con-

fidence to the theory. The first assumption is that the statistics of sae(xn)

at any position x in the array is independent of e: thus

E[W,(x,)eifl - b(x,8e) -2 A E[0(x)] 2, all -,J. (10)

The second is that the covariance of the phase error is independent of 8 is

dependent only in the spacing 6e. This condition is the equilvalent of 'stationarity"

in time sciaes analysis. The third assumption is that the phase-error statistics

"are independent of x; therefore

E- 23
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2- E[(&)2 a . (11)* E(60(X E61)j L) . l .

Lastly, it is assumed that the phase error is unbiased (zero mean) such that Et( )']
2

is also the variance os.
2 is related to the power ratio S of the scattered signal receivea-at

oS

the array to the direct signal. S is the amplitude of the scattered "signall"

in Figure 2; i is a random phase variable uniformly distributed in (0,27]. The

variance of 6ý is

2 taz~l S~sin* 20.)

(12)

RECEIVED SIGIN

60 SCATTERED SIGNAL

DESIRED SIGNAL

FIGURE 2. ?EHASE MEASUREM ERROR DUE TO SCATTERING

Equation (12) is approil~itely equal to S/2 when S is small, the error being

less than 7Z for S < 0.251 Making this substitution in (7), and redefining

the angle e to represent the scan Engle from the direction of phase synchroni-

zation, the loss in gain due to scattering becomes

AG (0) - 4.3 a - 4.3S[l - pe)] (13)

Equation(13) gives the loss aL a function of only two properties of the

scattering process, the scatter strength and the correlation between phase errors

induced by the scattering. Being an autocorrelation function, p(O) is unity when

6 - 0 and it should drop asymptotically to zcro as 8 gets large. The 6B loss in gain

should be zero at the origin and should grow asymptotically toward 4.3 dB. S - 1/4

- -6 dB corresponds to -GS -1 dg. Thus the intensity of the scattered field, at the

array, can be as large as 1/4 the direct field intensity without causing more than
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a 1 dB loss in image contrast.

Data taken at the Valley Forge field site tend to validate the theory. In

one experiment involving strong forward scattering irom the ground midway between
-IS

the array and the beamforming source, it was possible to estimate the value of

S (7]. In that experiment the amplitude of the wave received from a source in the

.', field was plotted as a function of element number (monotonic with distance) within

the array. This was done with th. 27 m rooftop array at a wavelength of 30 cm.

I "20 elements were used. The source-to-array distance was 240 m. The simple, un-

• •/ dulatory variation of amplitude shown in Figure 3 suggests a direct ray plus a single

scattered or multipath ray. The average peak-to-valley ratio, observed to be

"21:i, equals (1 + S½)/(I - Sh),. From these data the forward scatter coefficient

-g 0.43 and the asymptotic loss should be less than 1 dB. Measurements of the

type shown in Figure 3 were made from two different sources in the field at two

different locations and the results were almost identical. Based on these obser-

vations, it is assumed that S %' 1/5 typifies the scattering strength for this

portion of the field site at the wavelength used.

°>: TARGET 3 X
SSIGNAL

_ AMPLITUDE, '
(VOLTS) 2

,2 4 6 a I0 0 14 16 I 20

"ARRAY ELEMENT. NUMB1ER

7 •,1 FIGURE 3. SIGNAL AMPLITUDE vs. ELEMENT NUMBER. DATA FROM (36].
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"A later experiment was conducted at the same site which completed the testing

of the theory. Phase was measured at each element of a 16-element L-band random

array when a source was moved through an angle of approximately 6* [8]. The source

was at distance of 240 m and the 16 elements were distributed over the same 27 m

portion of the laboratory roof. Also, the same portion of the field site was used

for which the forward scattering coefficient estimated above was obtained. Four

such experiments were conducted. A typical result showing the region in which the

gain dropped with scan angle is shown in the curve labeled "experimental" in Figure

4. The direction of adaptive beamforming is at the left edge of the figure. The

abscissa is the scan angle in degrees measured at the array. The general decrease

in gain toward an asymptotic value of about 1 dB, as predicted by the theory, Is

observed. The undulations in the experimental results can be shown to be due to

discrete forward-scattering from the terrain [6]. The dashed curve is calculated

from the theory. The agreement is excellent. Three additional experiments yielded

similar results.

The dashed curve was obtained in the following manner. The scattering process

at the field site was modeled as that of a single fixed point reflector.

The correlation function p(M) was calculated for this case (see Section 5).

Using the expression for the correlation function derived in that section and

the theory represented by (13), the loss in array gain was calculated as a

function of angle. Parameters of that expression are the reflection or the

forward scattering coefficient of the terrain S1 and the coordinates of the

dominant reflecting portion of the terrain. A computer search was made for

the set of three coordinates (scattering strength and location) for which the

loss in gain with scan angle would most closely approximate the measured function

of Figure 4. The computer search yielded best fit scattering strength of 0.42

which is in agreement with the measurements of Figure 3.
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-------- THEORETICAL
-- E(XPERIMENTAL

'----I
w

-j

-1. . I . . ,
... ".0 1 2

SCAN ANGLE (DEGREES)

FIGURE 4. MAINBEAM GAIN vs. SCAN ANGLE FOLLOWING SELF-
COHERING BEAMFORMING AT ZERO DEGREES. EXPERI-
MENTAL DATA FROM (8). THEORETICAL CURVE FROM [6].

II..,

4. MULTIPATH MODELS

Equation (13) gives the loss of gain as a function of the autocorrelation

function of phase error in the array. In this section the autocorrelation function

is calculated for two scattering models and for three scattering situations for

each nodel.

S..Both models are single-scatterer models. Realistically, many scatterers

contribute to the reradiation. The rcatLerdJ field in general is the linear, vector

superposition of the reflected e.arge frg n the several scatterers, plus the

secondary reflections among them. Vowe-,,r, .• single-scatterer model sometimes

suffices if one of the scatterers is ,itger than the vector sum of the remainder.

This is because the phase of the field at any point is a nonlinear function of

the scattered components, even though the field itself is a linear sum:

* - -lEa asiný%
a i cos*i (14)

v E-27
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In (14) aj is the amplitude of the ith scattered component and is

27/X times the distance to that scatterer. Because of the nonlinear operations

0 can be dominated-by the phase of a single, large scatterer. This non-

linear phase-capture effect is assumed in the discussion which follows. The

amplitude of the dominant scatterer is S

The models are sketched in Figure 5. The first model is a single, fixed-point

reflector. Such a scatterer would be a large rock or a prominent mound on the

scattering surface. It also may be a shed or a small building. The second model -

is a specular surface in which the reflection point moves with target position

and also with element position within the array. The three cases for each model

are:

1) Scatterer close to or within the target area. %ultiple scattering from a

tomplex target in which energy reflected from one part of the target is reflected

from another surface nearby the first surface before returning to the array.

2) Midpath scattering: is forward-scatter surface reflections from horizontal

or near-horizontal surfaces, typified by low angle forward surface scattering in

ground-to..-round radar as well as forward scattering from the sea s-jrace in air-to

air radar.

3) Scatterers that are local to the array: within the radome structure, or

by floors, walls and ceilings upon which anterna modules are located.

5. THE FIXED POINT REFLECTOR MODEL
The geometry is sketched in Figure 6. Beamforming source T and target T

subtend an angle 6 at the array. Let the direct ray from T to array point E have

unit amplitude, and let the amplitude of the reflected ray be S . The phase of

the sum of the direct and the reflected energies differ from the phase of the

direct ray by

E2CosF( +E-P - TE)(1

,g E-2 8
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where T is the length of the line segment connecting points T and P

Si-the phase error that affects the scanning performance is the difference between

i . (15) and the phase error 60 in the direction of adaptive beamforming. The latter

"has the same form as (16) with T replacing T in that equation. T and T are assumed
0 0

"to be at comon altitudes. Their coordinates are related by x' - x' - Y' e,"0 0

I y'o + x'e, z' - z'. The correlation function p(O) in (13) is given byI 0 00

* .4
EE 6,0o)] - v[601m6~

where E means expected value.

TARGET ORSS CE SPECULAR

REFLECTING REGION4•-,=•. ,,•_ON GROUND

4

FIXED POINT

REFLECTOR

FIGURE 5. TWO FORWARD-SCATTERI:G MODELS

9L
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p(e)was computer simulated using (16). Expected values were estimated by averaging

over the actual locations of the 16 elements in the array described in Section 3.

The known locations of target, beamformer and array elements were used in evaluating

6o and 601, using the formulation given by (15). The scatter coordinates (strength.01

position) used in (15) were found from a computer search for the best fit between

the predicted losses and the measured losses. One such result was shown in Figure 5.

The model accurately predicted the lengths of the correlation intervals and the

general character of the loss vs. scan angle in each of the four experiments.

Table 1 shows the best-fit scatter coordinates as well as the rms difference

(ad) in dB between measured and predicted losses. The reflection point is located
approximately midway between array and target area.

Experiment 1 2 3 4

S 0.38 0.36 0.42 0.4

x' '(ft) 328.5 337.5 301.5 381

y' '(ft) -47.5 -69.5 -45.5 -63

O d(dB) 0.130 0.065 0.060 0.075

TABLE 1. BEST-FIT SCATTER COORDINATES AND RMS LOSS DIFFERENCES (dB) F

T(x',y',:')
•//•oTARGET

T Wx, y', z')

PHASE SYNCHRONIZING SOURCE

ARRAY

ry

FECTOR
P( ",y ' 11,0)

x

FIGURE 6. FIXED POINT REFLECTOR (FPR) SCATTERING MODEL
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The reflector strength is reasonably consistent from experiment to experiment and

is close to the approximate value (0.43) inferred from amplitude measurements across

the array reported earlier. Thus it is evident that the scattering process at this
(..

field site can be mou'eled by a FPR for beam scanning experiments following adaptive

beamformlng.

A closed form approximation for P(O) which closely matches the accurate

expression given in (16) is developed in Appendix A.

"6. THE SPECULAR REFLECTOR

The geometry for this case is shown in Figure 7. The phase error is given by

S s'sin (ýI2zzIT-E)

ýl + S Co. zz'/+TE)o

A closed form approximation for the correlation function p(e) is derived in [6].

z
T(x',y',z')

TARGET

6. ~~~E(o,y,--) T~,Y,
0 00 0

PHASE SYNCHRONIZING SOURCE

, I I

<KRREFLECTION OPOINT

A-- ,- I /

SIMAGE POINT

(o,y,z)
x

FIGURE 7. SPECULAR REFLECTOR (SR) SCATTERING MODEL
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7. EXTENSIONS TO OTHER CASES

Since a single point reflector model, when applied to the gain-loss theory,

satisfactorily predicted the scanning loss for the field site, it is with some

confidence that the theory can be applied to three common and important cases. The

first is typified by ground or sea surface reflections. The scattering region

generally is somewhere between target and array, the exact location depending upon

their heights above the ground plane and, for the SR. the slope of the ground plane.

The second case involves a reflecting object near the target or a large target

structure having parts separated by more than a beamwidth. It can be above or

below t1le target and can have arbitrary orientation and locatic.n. The third case

involves reflectors in or near the array. A different reflector is assumed for each •

antenna element; that is, each element is influenced only by its immediate physical

surroundings. This last case pertains to a large array having widely spaced elements

in which the reflections may arise from the walls or floors or supports for the antenn..-

modules. In each case the correlation function, which is the necessary ingredient

for the calculation of the gain-loss, can be developed [6]. They are listed in

Table 2.

* E-32
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MODEL .-

M-any SRs sWn seR > Nin for z' > .

eararry"B ( > N& for x 7

L'- Many FPRs
near array same as above same as above

2 •r'z z e

"Single specular Ri ) '. z =

ground plant 2z'Iz AO cos. R 2 )
approximately R2 •:mi."o d 'path " a

ne

Single FPR sin(-)
approximnately tiAB (M 9)
midpath wG e

Ax e
Single vertical + N 2i specular 'plans • P .Cos[ Aye] <_ 0

3 4x e. A AR
L ir. target regiori v(l + -)

sin() • 2 '9-y• .. ASingle _'PR )Cos R 2 +(x Ay-y )

. in target we A2R AR--

region

• ""TABLE 2. CORRELATION FUNCTION AND CORRELATION INTERVAL

"FOR FIXED POINT AND SPECULAR REFLECTORS.

It is evident from (13) that the loss in main-beam gain is small when the

correlation function is nearly unity (small scan angle) and is asymptotically large

when the correlation drops toward zero. The scan anale interval in which the loss

grows from zero to nearly the maximum value (4.3S dB) may be called the correlation

interval. This quantity, E,, and not the shape of P(e), is the pertinent charac-

teristic of the correlation function. It is givpn in Table 2 for the six cases studied.

E-33
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* The symbols used in Table 2 are the following: z is the elevation of the array.

-x', y' and z' are the target coordinates. N is the number of antenna elements. R is

the distance from array center to target. AR is the distance between the reference

target and the reflection point. Ax, Ay and Az are the components of AR in the x,y and--

z directions, respectively. A6 XR/Lx' is the beamwidth of the array in the direction

".. of the target. 0 is the scan angle following adaptive beamforming. A and B

are statistical parameters relating to the distribution of many reflectors near the' ,.

"array. It is assumed that each element receives scattered energy only from a single

reflector and that that reflector is different for each element. The latter

assumption follows from the large size of the array and large spacing between

elements implicit in (1]. The distance between each element and its reflection

point is a random variable uniformly distributed between -A/2 to A/2 in the

x direction and between -B/2 and B/2 in the y direction 4

8. OBSERVATIONS

A useful scalefactor for the correlation interval is the beamwidth of the array.

A correlation interval of u beamwidths means that the radio camera can scan approxi-

mately n beamwidths to the left and n beamwidth to the right without significant

scattering losses.

The first line in the correlation '.rterval column of Table 2 pertains to the

forward scanning sector of the array while the second line pertains to the end-fire

region. The former region is the one of dominant interest. In this region, the

--- correlation interval is more than N Beamwidths. This means that scanning is essen-

"tially lossless in an angular sector ± NA8 when the multipath sources are located

within or very close to the array. This is true for both scattering models.

The mid-path specular model is more complicated. The correlation interval is very

sensitive to array and target heights. The correlation interval nearly vanishes

when the array and target both are airborne, while it can extend over the entire

forward scanning sector for low angle scattering.

In the last three cases, decorrelation occurs within one beamwidth of the array;

hence, the asymptotic loss 4.3S dB. may be presumed to pertain everywhere for these

cases. E-34
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9. SUIMARY

DI i A theory has been developed to predict the effect of phasefront distortion

due to multipath and scattering on the quality of the imaging process with the

radio camera. The measure used is the loss in array gain due to the scattered field,

* as a function of scan angle from the direction of adaptive beamforming. The loss

can be described by a simple relationship involving only two quantities: the strength

*. S of the scattered field relative to the direct field and a spatial correlation

function p(e) associated with the scattering process. The argument.G is the scanning

* angle away from the beamforming direction. The loss in array gain due to scattering

is given by

AG (d0) = 4.3S (l-PO()) cia)

A series of experiments conducted to test the assumptions underlying the development

* of the theory appear to vindicate them.

The theory is applied to several important cases of interference caused by

reflections. Those cases relate to scatterers in the array region, somewhere between

the target and the array, and in the target region. For each case two reflector

thmodels, a specular refle..tor and a fixed point reflector, were considered. Pre-

dicted degradations in beam quality for each case were calculated. These models

correspond to such scatterers as a horizontal smooth ground plane, a mound or other

prominent ground reflector, a building in the target region, or walls and antenna

support structures in the neighborhood of the array.

The most important parameter associated with the correlation function p(e) is

the correlation interval. The correlation interval is the angular scanning distance

"from the direction of adaptive beamforming relatively free from scattering losses.

The correlation interval was studied for the several cases of reflection. It

was found that for reflections due to one fixed point reflector or due to a building

in the target region the correlation interval is less than a beamwidth. For those

cases the theory (13) requires only one parameter S in order to predict the effect

E-35
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of the scattered field on the quality of the imaging proces. When the refleutors

are located in the immediate viciniry of the array and when each element is exposed

to a different reflector, then a minimum of about N (number of elements) beamwidths

can be scanned without significant scattering loss, provided that the typical dis-

tance between element and its reflector is smaller than half the average distance

between two elements.

When th- reflection is due to a specular earth or sea surface, the correlation

interval is very large provided that the grazing angle is small. In that case

the radio camera can perform nearly unlimited scanning without significant loss

due to scattering.

APPENDIX A

FIXED POI.NT REFLECTOR (FPR) SCATTERING IMODEL

m In this section, a closed form approximation for p(6) associated with

this case is developed. Accepting the assumptions inherent in the theory

which leads to (13), i.e., E(60~) E(6ý ) and

E(ý2 E(02 . a2 S/2; p(6) reduces to

p(6) E[- 6 (Al)

**Referring to Figure 3, for S < 0.5 60t10 can be expressed as

15~ - Sllsiflp 1 9 &0 M S1sinP 0 W.A) -

where ý0 ) are the respective phases of the sc~attered signal associated with the

beamforming look direction and with the direction e. -ý1 0 Ssinp sinWp

SS

aCSOP Co :(p+4P) Since are arbitrary values in the interval (0,2ir]

* . ~we can ast htE[cos(tP1-0.P Therefore, p(e) - E[cosQP-P)] A3

*From the geometry of Figure 6, tpl, ýP0 and, therefore, ip1 - are given by

* 11-.4.TP-;EP-TE) ýo - 2T (T P+EP-T E)x o 0

ip1 o - T(TP-TOP) - (TE-T E)] (A4)
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SLet RO0 be the distance between the center point of the array and the phase synchronizing !

source T and let R be the distance from T to the reflector P. Evaluation of the

terms in (A4) and substitution into (A-3) yields

( ~1

-1 0 -1 A
U. •,. aoucndd et b the dxettini i stanse trom eento thl efoc. vlation ofAsmngca the ..

ternsiformly ndisriutbetitutin in./o ,A3 ils:

*' '.p(0) - E cos (kl+k 2 Y)} • n"

where~ ~ ~ ~ k 1 1 -,II r(X., +Y')10 1)2
h- Y 2X R ..

2rx

"2 . = (A6)
0

and the expectation is with respect to element location y. Assuming that y is"'

uniformly distributed between -L/Z and L(L, QttU) is given by

22

1 l o~e>Elveu by (1 ) i eea compu•. s+k atos Usig c aro us (kaees 'e!

1 2.

L

2 2

Co -PIS: +Y e+2(

0 °

This closed form approximation was compared to the accurate expression for

PM~ given by (16) in several compu..i.r simulations. Using various parameters the

two curves obtained in each case looked almost indistinguishable 6].-

A

-I
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than other samples? Nojustification, for such windowing is clear. Perhaps
a similar upproach to that of the overlapped weighted periodogram
technique proposed. in (4). which treats all data samples more nearly
equal should be conidet.-l if weighting is to be used for least squares
estimates.

As a c'ounterexample to the claim that weighting the data improves the
least squares estimate, consider the results of the least squares sinusoidal
fit. performed without weighting, as shown in (I. Table V1. Sinusoids 1-3
in the table correspond to the three true sinusoids in the 64-point data
epoch. The amplitude, phase. and frequency estimates are closer to the .
true values than those values estimated with the weighted technique ... . \.
proposed above. The true initial phases were 126°. 1620. and 166.A

REFERENCES (5o C-i
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Fig. 1. Schematic of radar-imaging experiment.

wavelength: The antenna consisted of a random array having 200 sample
points uniforml. distributed over the length. Direction of view was 320
from array normal. The theoretical diffraction-limited beamwidth of a
proper. rigid structure havina these parameters is .8 - 0 89X), Lcos 0 -
0.83 mrad.

Fig. I is a schematic of the expecnment. A 3-cm transmitter having a
Two-Dimensional Imaging with a Radio Camera 60-ns pulse radiated 1000 pps in the direction of Phoenixville. A single

microwave receiver having a 1-ft dish was mounted on a trolley which was
BERNARD-D. STEINBERG. WILLIAM WHISTLER. AND positioned along the cable by a clothesline and pulley arranlgement. The

DONALD CARLSON experiment was bistatic and time-shared. As the receiver was pulled along
the 39-rm cable, a read command was ivten to it 200 times at prede-

Absr•rct-ln the radio camera. adaptive control techniques self-cohere termined but randomly distributed locations of the receiver. Because the
the antenna elements of a phased array. thereby permitting the system to clothesline was nonrigid, antenna positions along the cable at instants of
be distorted and even time varying. By doing so, enormous antenna arrays pulse transmission were uncertain to at least the order of a wavelength.

.ca be constructed. The antenna elevation was also varied with receiver position along the

A two-dinmensional (range-angle) radio camers imnaglng experiment is cable because of progressive cable deformation as the receiver was moved

reported. A 39--m. X-band (3-cm wavelength) array was formed on a cable along it. In addition, the receiving system, swaying with the breeze, was

srung between two towers, each 10 m high. on a hilltop. A pul.•ed uncertain in position in the direction of the target by several wavelengths.

aicrowase transmitter on the hilltop illuminated the vieinity of Phoenix- With such uncertainties in receiver position at times of pulse transmission,

S ille, PA. some 7 km distant. As the receiver was moved along the cable, the expected image in the absence of adaptive self-cohering of the system
echoes were recorded at random positions The time-shared receiving array would be a noise field.
was highly distorted as well as time-varying, yet the radio camera process- One target area was a few city blocks in Phocnixville. a distance of 6.5
ing produced y diffraction-limited images of three city blocks at a krm from the Valley Forge Research Center of the University of Pennsyl-
"distance of 6.5 km In the town, and detalls of a power plant at a distance of vania. An optical telephoto image of the target area, taken from the array,
82 km. is shown in Fig. 2(ai. The central portion shows houses and street patterns

The use of two diffeent pilot signals or beamforming sources for the in the region imaged by the system. The lower left- and right-hand
self-synchronization process is demonstrated. One source is a corner portions are obscured by trees. In the upper central region is a park in
reflector located in the town; the other is a target of opportunity located in which a 1.2-m corner reflector was placed: The park is about 0.5 km
the vicinity. beyond the target area. Echoes from the corner reflector provided the

reference signal for phase ,ynchronizing or self-calibrating the distorted
array.

The radio camera technique. first described in [1. permits an antenna Received signals were delivered to a processor which searched in range
array to be arbitrarily large notwithstanding distortions in its surface for an echo sequence across the array that appeared to originate from a
resulting from structural nonrigidity, or variations in the medium's refrac- point source. The processor inevitably found the corner reflector echo.
"tive index. Steinberg et al. (21 showed the first experimental results of Echoes from the corner reflector range bin were co-phased by the algo-
"early radio camera experimentation, and demonstrated a one-dimensional rithm (see [31) and the beam that was formed was scanned to the target
(angle only) diffraction-limited capability of a radio camera under condi- area. A one-dimensional angle scan was made at each range bin. The
tions of severe aperture distortion. Algorithm and general procedures are sequence of angle scans formed the two-dimensional image shown in Fig.
described in (31. Steinberg and Yadin (4] demonstrated use of the algo- 2(b). The longitudinal dimension is range and transverse direction is

S rithm in airborne radar. This letter reports on the first two-dimensional azimuth or cross range. This figure is a 1-bit photograph of a color display
(range-angle) radio camera experiment. and therefore contains no gray level. Street lines and names were scribed

The experiment employed a 39-m-length antenna operating at 3-cm onto the image (white dotted lines on Fig. 2(a) identify mapped streets on
the telephoto).

Manuscript received June 20. 1993. This work was primarily supported by Range resolution measurable in the data is 9 m, exactly as expected

The U S Army Research Office under Contract DAAC 29-91.K-0105. the from the 60-ns pulse transmission. Measured cross-range beanwidth is

Office of Naval Research under Contract N00014-79-C.0505. and the Air 0.85 mrad. corresponding to a cross-range dimension of 5.5 m at a target
Force office of Scientific Research under Grant AFOSR-82-4012. distance of 6.5 km. Angular or cross-range beamwidth was measured

The authors are with the Valley Forge Research Center, University of using a deflection-modulated, one-dimensional angle scan from some
Pennsylvania, The Moore School of Electrical Engineering•. Philadelphia, PA arbitrary range in the image. Width of the narrowest response was taken
19104 to be the system's cross-range beamwidth.
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S.... '(b)

(b) AZ. (c)

Fig. 3. Optical and radar images of portions of a power plant. The distance is
8.2 km. (a) Optical telephoto from the radio camera array. (b) Radar image.

Fig. 2. Radar targets in Phoenixville. PA (houses. streets). (a) Optical tete- Beamformer was a 1.2-m corner reflector (same one and in same place as for
photo from antenna site. (b) Radar image. Fig. 2). (c) Radar image. Beamformer was a target of opportunity.. The

arrows here and in (a) indicate the image and photo of the smokestack target
usA as a beamformer.

The large target on the right-hand side of Marshall Street in Fig. 2(b) is
believed to he a truck, because that target did not appear in subsequent
images. 39-m-length phased array operating at 3-cm wavelength. The images are

Fig. 3 shows images of another target, a power plant some 8.2 km diffraction-limited. notwithstanding the severe distortion. Electrical phase
distant from the array. Fig. .a) is an optical telephoto (from the antenna compensation is made for the distortion bascd upon echoes from a corner
site) of the radar-visible features of the plant (portion inside the delin- reflector in one experiment, and from the corner reflector and an un-
eated area): Fig. 3(b) and (c) are radar images of these features. The .2-rm known target of opportunity in the second one.
corner reflector, located at the same place as for Fig. "(b. was used for
Fig. 3(b): however, a radar target of opportunity was used for adaptive REFERENCES
beamforming for the image in Fig. 3(c). The target of opportunity was the IIl R, D Steinberg. "Dc~tan approach for a high-resolution microwave imag-
northernmost smokestack of the power plant. and is indicated by the ing radio camera.-'. Fran.hin Instirute. vol. 296. no. 6. pp. 415-432. Dec.
arrows on Fig. 3(a) and (c). Fig. 3(b) and (c) show the same targets and 1973.
are of essentially equal quality indicating that man-made structures may [21 B. D. Steinberg. E. N. Powers. D. Carlson. B. Meagher. Jr. R. S Berkowitz.
be adequate for phase synchronizing the array. Outlnes of the power C N. Dorny. and S. H. Sceleman. "First experimental results from the
plant's major buildings, stacks, and structures, have been added manually Valley Forge Radio Camera Program.*" Proc. IEEE. vol. 67. no. 9. p. 370.t mSept. 1979.
to the images to indicate the related positions of the plant's radar-visible (3] B. D Steinberg. " Radar imaging from a distorted array: The radio camera
features (i.e., radar visible only above the masksing trees and ground algorithm and experiments." IEEE Trans. Antennas Prnpagat.. vol. AP-29.
elevations near the plant, as observed from the antenna site). no. 5. pp. 740-748. Sept. 1981.

Summorn.': Radio camera microwave images of portions of Phoenixville. 14] B. D Steinberg and E. Yadin. "Radio camera expenment with airborne
PA, are shown. They are obtained from a highly distorted and nonrigid radar data." Proc. IEEE. vol. 70. no. 1. pp. 96-98., an. 1982.
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1. INTRODUCTION

An airborne radar with a phased array the size of the
ahrraft would have many desirable attributes [1]: (1) for

Phase Synchronizing a fixed transmitter power, the large aperture would pro-
vide unusually large detection range; (2) for a given

Nonrigid, Distributed, desired performance, the transmitter power could be
reduced dramatically; (3) the small horizontal beam-

Transmit-Receive Radar width would offer a resolving power approaching
human vision, which is a few milliradians; (4) adaptive

Antenna Array interference cancellation circuits [2-41 operating from
"the large aperture would suppress jamming very close to
the beam axis.

An aircraft-size array would consist of flush-
mounted antenna elements distributed throughout the
skin of the aircraft. Structural members, doors, win-
dows, etc., would preclude a regular distribution of ele-
ment locations. Furthermore, the nonrigidity of the air-
frame and skin would displace the elements from their
design positions when in flight. Thus the design prin-

BIENARD D. STEINURMG Fellow. IEEE ciples must be based upon the properties of the random

Unlwuity of p-nsytvmsia array [5, 6] and self-cohering or adaptive beamforming
techniques must be used to compensate for the time-
varying positions of the array elements [7-9]. Such a
system is called a "radio camera."

Adaptive beamforming is a retrodirective process in
A imenm i dn'l*, for slt.- a s•-lgid, dbtlbumd, which a beam is focused upon a synchronizing source

heuile aummarry fo Ia uswm rsd Th. "me k external to the array (10, 11]. The synchronizing source

24M M, •WaP bi m .te v6 aso or 1*1 " L .for an airborne radio camera must be another aircraft, a
M a1mis an 1 .8 U- It S hesne ur7 000, surface target, or clutter (12].
nkre" Wa. "mm T.. dameripa oa plm maq•apia tacb- An airborne radio camera can use a conventionally
niqusad - arn dm pf ra m n4meu to maml is designed transmitter and a distributed receiving array.
the army we the am l nw(m te per. Alternatively, transmission as well as reception can take

place through the self-cohered array. The latter is a
much more formidable problem. Means for accom-
plishing it is the subject of this paper.

The main reason for accepting the increased com-
plexity of the transmit-receive system is because of the
poor sidelobe properties of the one-way pattern. The
sidelobes of the random array are high because of the
random locations of the elements: the average sidelobe
level is M% (N - number of elements) [5] and the peak
sidelobe level is 10 dB higher or more [6). By transmit-
ting through the same array the side radiation pattern is
squared, average sidelobe power level (ASL) drops to
N-, and PSL = 100 N"2.

Symbols and abbreviations used in this paper are

ASL average sidelobe power level

Man•scrip •eceived October 20. 1981; revised March 15 and April 12. BPF bandpass filter
1982 N number of elements
Antbors address: Valley Forpe Research Center. The Moore School
of Elactrical Engineering. University of Pennsylvania, Philadephia. PCC phase conjugating circuit
PA 19104 PLL phaselock loop
This work was supported in part by the Air Force Office of Scientific PSL peak sidelobe power level
Rmartch and in part by the Office of Naval Research.

VCO voltage controlled oscillator

1"-.9251/8210900..060 9 5,00.75 © 1982 IEEE VCPS voltage controlled phase shifter.
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wave from the ith module may be designated w,4 * 4,. -+*j}. The sidebands ame symmetrically displaced aboutThis wave arrives at the synchronizng source with delay the local oscillator frequency and the lower sidCeb2nd has"W',1 * 4, -+ ,, where C,. is the phase delay from the the desired phase. Further, if the local oscillator fre-"module. The combined iurumniaton at the reflector or quency is made exactly twice the frequency of the re-N ceived signal, the lower sideband is expwj(,wa, - 4)]. .Vac is 41 e•pJ(W + 4- ). the i-anInem In Fig. 2. the input signal at frequency coo alid phase

pha of which is W + 0D,, t s meanig soure. + (indicated by the instantaneous phase ca,4 + +) is pass-The source wave is returned to the array with a difeent ed through a circlator where it mixes with the seconda -Phase delay 4 at each module. Thus the signal phase hamonic at an arbitrary phase +o. The diffe.ence fre-received by chdich module is , + 0, -f ,. quency output of the mixer, at w,. is passed by theTo focus the transmrting beam upon the ýource the bandpass filter to the amplifier. The phase of this signalradiation from the .th module must be changed from uWz is wao + 4o - 4. This signal is amplified and radiated. 04+ 0, - (bs to ,t W + b, + Do where D. is an arbitrary Provided that 4o is constant across the array, the radia.phase constant across the array. This is the phase con- tion is retrodirective.
jugation step needed to achieve retrodirectiviy. which is This circuit is useful for illustration but has twothe heart of the process. limitations which keep it from being a practical circuit.

First, the down-converting mixer is a source of troubleM. PHASE CONJUGATION TECHNIQUES because of the harmonic relation between the signals atits inputs. Being a nonlinear circuit the second harmonic 'JRetrodirectivity requires phase conjugation at each of its fundamental frequency input will be generated. Aelement, which in turn demands symmetry with respect current due to the second harmonic will flow in the* to some reference. If +,(x,9,) is the phase of the received source impedance of the second-harmonic input circuit,wave at position x in the array due to a synchronizing thereby altering the phase of the reference signal at 2wo.
source at angle 86, and 4v(x;,.) is the trammitted phase Also direct feedthrough of the input signal to the outputvariation needed to achieve retrodirectvity, the required will alter the phase of the output signal. Either the fre-u,. relation is t/•,(,0.) = - 44x;9,8) plus an arbitrary cons- quency of the reference signal must be different from Atant. This equation implies the existence of some 2w, to avoid these troubles or the mixer must be careful- Areference phase from which *r and 4i, may be measured. ly balanced so that neither second harmonic generationThe symmetry can exist in more than one domain, nor input-output leakage will affect the phase of the.. Spatal symmetry is utilized in one of the oldest forms of radiated wave.retrodlrective array, the Van Atta array (14, 151. Sym- The second problem is that this circuit transmits anmetrical sidebands in the frequency domain is another, amplified replica (with conjugated phase) of the receiv-A third is paired, symmetrical phase shifters. ed radar trace concurrent in time with the received"--:. Dependence upon spatial symmetry is inappropriate signal. However, the desired transmission is an RF pulsefor An airborne array distributed about the airframe. (with conjugated phase) occurring at a later time. This"Here the arrmy is assumed to be distorted, random, and means that the echo received from the synchronizinghighly thinned. source must be sampled, its phase extracted, conjugatedThe other two techniques are practicaJ. The use of and applied to an oscillation at the echo frequency,Symmetrical sidebands is illustrated in Fig. 2. Let a which is gated at the appropriate time, amplified, andsIgtlal characterized by the real (or imaginary) pan of radiated.*xPQJ(W + (M] be received and heterodyned (mixed) Figs. 3.7 show several circuits for accomplishing thiswith a local oscillator at frequency ut. The mixer prod- task. They differ in their means of storage of the phase -4""ICU ame exPift'•o + ut)f' + 0] and expWj(Gao - u0)t information (as the phase of a coherent oscillator, e.g.,

MTINBERG: PHASE SYNC14RONIZING A NONRIGiD, D15rRISBrrED, TRANSMrr-REMrnVE RADAR ANTENNA ARRAY 611V
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as in a phaselock loop (PLL) 116-211, or as a digital shifter then becomes cat - - d + P. Let the phase shift
number is the signal processor of the system), according be 7 in the transmitting chain from VCPS to the antenna
to whether control of the phase shifter through which through the transmitter and circulator. The radiatcd
the signal to be transmitted is passed is open loop or wave becomes u -4 - d + + a + n. Its phase is in
dosed loop, and according to the choices of corn- error by -6 + nI. The variance of this error (in square
ponents, e.g., analog versus digital phase shifters. radians) across the array, multiplied by 10 log e, is the

Fig. 3 shows a means of phase conjugating when a expected loss in array gain in decibels [ 121. For example,
digital signal processor is used to combine the signals 1/4 rad" phase error variance leads to a loss in mainlobe
received from the distributed array elements. The gain of I dB. Thus each module must be carefully tuned
received signal is shown as an echo pulse having instan- to balance the phase shifts in the receiving and transmit-
taneous phase w + +. It is heterodyned to IF by a local ting chains.
oscillator at frequency w.o having some arbitrary phase The circuit of Fig. 3 stores the signal phase in the
a. The LO is assumed to be cohered to the reference signal processor and uses open-loop phase control. The
wave at the intermediate frequency cw. The phase P of next circuit (Fig. 4) retains open-loop'phase control but
the reference is assumed to be constant across the array. remembers the signal phase in a PLL. This circuit
The IF pulse, with instantaneous phase wat + 4 - a, is also demomstates the use of paired, symmetrical phase
delivered to the signal processor. The signal processor shifters. The receiver chain is the same as in Fig. 3 to
measures the phase relative to the phase of some point A, at which point the circuit branches. The receiv-
reference element in the array, whose phase is arbitrarily ed signal continues to the signal processor as before. It
identified as zero phase. Since all signals entering the also is applied to the input port of the phase detector in
signai processor experience the same phase offset a, the a PLL in which the controlled element is a VCPS rather
local oscillator phase cancels out. The negative of the than the more common voltage-controlled oscillator
measured signal phase 4 is delivered as a control voltage (VCO). The control voltage in the loop drives the phase
to a voltage controlled phase shifter (VCPS) in the of the signal at the VCPS to be in quadrature with the
reference signal path. The output, having instantaneous input IF signal. As in the earlier system the signal
phase wt - 4 + 3, is up converted to form the transmit- through the VCPS is the reference oscillation at w with
ted wave. The transmitted phase is coo - + +1 3+ a. Pro- arbitrary phase 1. Hence the loop drives the VCPS to a
vided that 3 and a are constants across the array, the phase shift 4 - a - 3 - n/2. Ganged to the VCPS is a
transmitted wave is the phase conjugate of the input matched phase shifter with opposite phase. Its phase is
signal. - + + a + P + n/2. While the phase of the VCPS is set in

The accuracy to which the signal processor measures a closed loop, the paired phase shifter is set open loop.
4 (or -4) is influenced by noise and multipath. Carefully matched analog'phase shifters are required;
However, the precision with which this measurement is otherwise digital phase shifters must be used.
made and held for delivery to the phase conjugation cir- Digital phase shifters generally are preferable. The
cult can be made arbitrarily fine; it is determined by number of discrete phase-shift components required is
how many significant figures or bits are used in the easily calculated. If m is the number of quantization bits
measurement. Thus the quality of the delivered value -+ and M is the number of levels of quantization, the
need be no poorer than that of the measured ++. relation between them is given by M = 2-. The loss in

Errors develop when the phase shifts through the gain as a function of the number of quantization bits is
system are not tuned out. Let the phase shift be d from [121
the antennna to the VCPS through the circulator,
receiver, and signal processor. The output of the phase loss in gain (dB) = 20 log [sin(r/2-)/(Tr/2-)]. (1)
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control voltage to the VCPS. Convergence requires thas cancellation problems. The dosed loops set the weights '

S2 or 41 + 20. Thus ft instan- w, and w so as to solve the equation
tancous ph. of the CW outu of V- wh cos(W + +) + w1 Cos(cUJ + +-n/2)6b + 20. which is the car frequency and phase pro-

vided dta 0 is constam aa•ns the army. Hence the drive - ( +/,. (2)
for the gazed power amplifier -s taen from this point.

The circuit of Fig. 6 introduces another method of The soluion is-
phase conjugation. The received echo pulse from the
efemc'target.is gazed as before. The npu to the tan(#-/3) w2 /w,, wt + wl. (3)

phase conjugadfig network is switch S,, connected as
shown. The echo at wat + + pawss through a When the loops have converged, the circuit between the
quadralure hybrid which delivers pulses at s + + and two switches has transformed the input " W 4 to the

S4 /2. These signals are welghted by real ain outputc u + P3. In short, the transfer functon of the
controls w, and w: and added. Thissum, w, cos(w, + cicui at isH(w,,) - eHp(i-) )I which mens that
*)+ w3 €cs( + - x/2), passes through switch .h to the ccuit is a phase shifter having phase shift3-4. 0 ,
the compartor where it is subtracted from the reference Following loop convergence the weights are frozen and
wave eos(u- + $). The difference is fed back to the both switches are thrown to their lower positions. The
mixers of two correlators, the other inpuu of which are reference wave having phase w, + 0 then passes '

driven by the quadrature outputs of the hybrid. The in- through the circuit and emerges .with phase wa - +
tegrazed mixer products drive the real weights w, and w, 20. It is amplified, gaued. and radiated.
to those values that cause the sum waveform to equal Fil. 7 shows another version of the previous circuit , I,
cos(og. +). in which the signals entering the comparator are hard

The portion of the circuit between the switches is lmited in carefully matched limiters. Given that their
used extensively in adaptive nulling and interference amplitudes are masched it is only necessry to shift the
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phase of the input echo by/P -9 to zero the comparator the beam displacement exceeds the beamwidth of the
output. Only a single cancellation loop is needed as large array and no synchronizing source resides within
there is only a single paraneter to be varied. A latching the transmitting beam. A phase conjugating circuit
phase shifter, such as the digital phase shifter discussed devoid of squint is required if this problem is
earlier, is required. After loop convergence is completed anticipated (131.
the phase shift is frozen, the switches are thrown and The reason why the angle distortion arises is that the

o -l + 2P is radiated. phase is measurei and conjugated at one frequency but
radiation takes place at another frequency. The error is

IV. ERRORS IN PHASE CONJUGATION eliminated if ,he phase shift resulting from the conjuga-
tion process is correct at the new frequency. Then the

Two types predominate. The first is a random phase radiation patLem of the retrodirective array is
shift due to mistunings in open-loop portions of phase
conjugating networks. The second is a linear phase shift ftu.u0 ) = fio(x)expfjk'.r(u - uo)]drfTk'(u - uo)] (7)
due to a frequency offset. The former constitutes a ran-
dom variation in phase across the array, the effect of The argument of the function is k'(u - u.). The
which is loss in mainlobe gain as described earlier. -beamsteering angle, therefore, is u,. Hence the frequen-
Assuming a l-dB total loss budget for the entire system, cy change is no longer reflected in an angular displace-
the allowed phase error is about 1/2 rad rms. It is evi- ment. The sole effect is a change in the angular scale,
dent that the allowed random error in phase conjuga- measured from i., by a factor k'/k. This scale change is
tion is smaller still. Frequency offset, which has been of no consequence in adaptive beamforming.
ignored in the preceding section, may occur in two
ways. First, the initializing microwave illuminator may
be at a somewhat different frequency from the transmit-
ting array. Second, the need for isolation between low- V. PHASE REFERENCE
levei incoming signals and high-level outgoing signals
may force a frequency offset. The effects are the same A reference oscillation with constant phase wt - P is
in both cases. required in every module in the array. This signal must

The magnitude of the frequency offset is determined be derived from an oscillator arbitrarily located in the
by the manner in which the phase is conjugated. The array and delivered to each module by a circuit or sub-
simplest way is to adjust the phase "shift at the initial fre- system. A frequency-stable and phase-stable oscillator is
quency and accept the error which results. Let the assumed as well as a frequency synthesizer capable of
reflecting source be at angle 9. - sin"u. from the array generating the local oscillator waveform.
normal and the initializing (self-cohering on reception) Cables of equal and constant lengths can deliver the
frequency be ca' - k'c. The phase of the wave across the reference wave from the source to each module. This is
array is 611R- k'xu. Let i0(W) be the excitation across the a practical technique when the array is compact and the
transmitting array. Let the conjugated phase be - k'x.uo modules are contiguous, It becomes impractical when
and let the wave-number of the signal transmitted by the the array is large and distributed. Furthermore, being an
array be k. The radiauon pattern becomes open-loop system, differential phase changes between

cables due, for example, to temperature differences or
*fu~uo) f io(x) exp( - jik'xug) exp(jkxu) dx mismatches at connections ame passed directly as phase

errors to the modules.
f if(x) exp(jkx{u - [(k'/k)u.]} dx. (4) Circuits have been devised to deiiver the phase

reference from source to module, or from module to
Note that the beam no longer points to u1 but to k'u.Ik. module. The major impetus to date has been design
The error or displacement work for the Solar Power Satellite [22, 23]. Fig. 8 il-

lustrates a method due to Lindsey [241. It consists of
Au0 - uo[l - (k'/k)] - uG[l - (w'/ca)] G., Lwo distinct circuits separated by a cable having ar-

bitrary phase delay A. The reference signal passes be-
is called the squint angle. Equation (5) can be rewritten tween circuits via this cable at frequency oa. It is provid-

ed to each phase conjugating circuit at twice that fre-
•au/u01 - IoAw/col (6) quency and at the common reference phase g. Thus in

the left circuit of Fig. 8 is a reference source of frequency
indicating that the magnitude of the fractional change in 2w and phase /.
the beaxsteering angle equals the magnitude of the frac- The upper left circuit is a PLL. Its VCO phase is coat
tional change in the frequency. The largest typical value + 4. where, for the moment, +a is an arbitrary value.
of hVa is the receiver bandwidth. Rarely will the angular Oscillator output is taken from the loop and passed, via
displacement exceed one or a few percent of the scan the first diplexer (shown as a circulator), to the cable,
angle. Such scale distortion will be unimportant unless which delivers cot + 4. - A to the right-hand circuit.
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There the cable-delivered signal is doubled in frequency Unless ther is suffice:it isolation in the circulator from
to provide the reference 2,w + 2#, - 2A for the second pors A and B, the loop will osilae. The amplifir is need- '

module. In this way both modules are driven by the ed to overcome the signal losses to the cable in both direc-
same reference frequency. it is shown below tha they ions. Hece the signal level delivered back to the circulatorare alsofdriven to the same phase as port A is larger by the gain of the amplifier than the

Prior to frequency doubling in the second module, signal delivered by the circulator at port B. The ideal ir-

the amplified wave at car + 4, - A is fed back to the culator (or other diplexer) provides zero coupling between
ports A and B; the practical circulator has limited isolation.

second diplexer and returned to the fr=st module. Its To avoid the danger of oscillation the isolation must exceed
phase is further retarded by the cable delay A. It is pass the amplifier ain which, in turn, must at leass equal the
ed by the circulator to the mixer where it is heterodyned two-way cable loss. Hence the mnaxmum allowed cable loss
by the 90 phase shifted reference wave. The lower side- is limited by the isolation available in practical circurlora .
band is selected by the bandpass filter (BPF). Its output A small modification to the circuit avoids the more
is the input to the phase detector of the PLL. The in- serious of these problems. Fig. 9 shows the reference
stantaneous phase of this wave is cat - +, + 24 + #I + source frequency to be m times the VCO frequency and
n/2. The other input is ct + 4., delivered by the VCO. the frequency of the return signal to be naj. The VCO
The low-pass filtered output of the phase detector is signal wt + +. again is delivered by cable to the next
zero when the loop drives the phase difference between module, amplified, and returned. The return signal is

the inputs to 90 0. Hence 24, - 2A -S - 0 or P- 24o - frequency multiplied by the factor n, delayed by the

2A, which is the condition sought. Thus both modules cable, and mixed with the reference in the down con-

have the same reference phase 2ca + P indeendent of verter. The phase of the output of the BPF is (m - n)wt
+ P -n * + (n + !)A÷ +n/2.

the cable length between them. Other modules are fed in The VCO output is multiplied in frequency by (m -
the same manner. n) to equate the frequencies of the phase detector in- .

The circuit as drawn in Fig. 8 is subject to several puts. The loop drives these signals into quadrature,
phase error sources. First, the nonlinear mixer will resulting in the phase equation mtO, - 0 - (n + I)A
generate harmonics of the input signal. The second har- - 0. which implies that the instantaneous phase of the
monic will add to the reference source at 2.w to produce reference source ma' + max + ml0 - (n + )A..
a net reference signal with altered phase. In addition, The output to the next module is derived from a fre-
feed through the mixer at the fundamental frequency quency multiplication, by ihe factor m, of the signal

will alter the net phase of the signal delivered by the delivered by the cable; its phase is mut + m+. - mA.
bandpass filter to the phase detector of th PU.. The only condition required to equate the last two ex-The second source of phase errors is the phase shifts pressions is m - n + 1. When this condition is met the

desired phase reference is tranferred from the ftrst to
through all the nonclosed-loop controlled portions of the the second module. In addition, the need for the frs- to

circuit.-Thecir..ulators, she band Ither' and the sinal quency multiplier (shown dashed) which follows the
return loop are examples. This is a tuning-type problem VCO and drives the phase detector is eliminated; instead
common to all the precedjng circuits as well, a direct connection may be made.

Last, the signal-return loop has a special problem. System frequencies are determined by the choice of a
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Fi '-*" convenient VCO frequency w and the desired frequency illustrated. When the calibration transmitter is con-
offset w(n - 1). The variable n must be small so that the nected in the SYNC mode (switches thrown to S), radia-
bandwidths of the circulators and the delay time are no, tion of the system reference at some arbitrary phaseS .exceeded. n need not be integral; using modern frequen- from some arbitrary antenna within the array drives the
cy synthesizer techniques frequency multiplication by PLL to a frequency ca'. The phase (,'r of the VCO in the

% -ratios of integers is easy to obtain. Thus n can be made calibration transceiver is the reference phase of the
close to unity. A value of 4/3 permits an adequate fre- entire system.

. "quency separation between the input and the output of After the loop is locked the VCO output is
hthe mixer while not requiring excessive bandwidth of the heterodyned to RF and radiated. Its frequency is wo, the

components. The reference phase is delivered at 7w/3 radiation frequency of the entire system. Since there is
when n equals this value, some phase shift a from VCO tco antenna, the radiated

waveform is characterized by w, + a, as indicated next
VT. EXTERNAL CALEBRATION to the symbol (1) in the figure. Thi: systern calibrates one

module at a time. The system controller (i.e., the'central
Random, uncompensated phase shifts in com- computer) turns on each module in sequence. Upon ar-

povents throughout the module and the reference- rival of the radiated signal (1) at the antenna of the ith
I. delivery circuits always will exist and will degrade module (2) the phase is "uW + -a - ob, where (bi is the

mainlobe gain as indicated in Section I1I. Periodic propagation phase delay. The phase shift through the
F calibration or tuning is necessary to limit the loss in antenna in the direction toward the calibration system is

mairlobe gain to an acceptable level. Calibration can be yv. Since the phase of the element pattern may be different
manual or automatic in a small system but must be in the direction to the target, -ti is explicitly retainet. in
automatic in a system with large array. this description of system operation. Thus the signal phase

A calibration transceiver outside the array can be after the antenna is W + a - 4, + y,. Similarly, there
used for ground-based and shipboard installations. The is a phase shift 8, to the input (4) to the PCC, where the

:' .design• of Figl. 10 includes a procedure for correcting the phase is (a + a - bi + "yj + 8,.

phase of the reference wave at each module and thereby The primary reference oscillator of the system runs
removes the need for a circuit of the type shown in Fig. freely at frequency c delivering cat + P, to the input (5)
9. One module of a distorted array is shown along with to a digital shifter +,. The initial phase shift is some ar-Polk
the calibration transceiver. Each module has a phase- bitrary value 0,, making the input reference phase (6) to
conjugating circuit (PCC) and a reference wave. the PCC wt + 13, + 8,. The output (7) of the PCC is
Assume that the reference wave is stable in frequency
and constant across the array but that the phase varies phase (7) wt + P, + 8, - [( + - 4, - y. + 6,)

, i ,'-•from module to module. Call the phase of the reference
to the ith module/0, or its total instantaneous phasew - (0 + O2)J - + ,y - do

The calibration unit is external to the array and in

the general direction toward which the antenna elements After the wave is heterodyned to R.F and passed through

are pointed. Its front end consists of a pulsed transmit- the tansmitter, its phase (8) is increased by , to
ter and receiver and is similar to the from end of an
array module. The reference oscillation in the array is phase (8) = cat + 2,0, + 29, - a -4 y,- -, + q,.
delivered to it either by cable or by radio. The broadcast
reference technique [25] is suitable and is the technique y, is added through the antenna (9) and the propagation
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delay d•, is contrbuted upon arrival at the calibration operation (see below), and the remainder is a constant .

*system (10). There the instantaneous phase is •w+ 2•3, across the array.,.""
÷ * - a- 8, + m/. It is evident thai both the Nowletaatarget ehoJ¢-/h.arrve at henihantenna '."•
propagation delay and the antenna element phase shifts demait. The IF signal delivered to the PCC is wi - 4r ÷y•r,
have dropped out. + d,. Thephase-conjugted output is w + (',A) (a +•,-iq ..

*This wave is received with he swichesthrown to. •j, ) - [('-O., + r. + ,) - ('A) (o +d, -i•, - )] -~ 40÷. .,
which places the calibraton transceiver in the CALIB - ,-: %-y, n h inlrdae ntedrcin..

*mode. The phase shift from antenna to phase detector of the tatigetai• + e /•+4 h-.which isegxaly the con-
(11) is •. Hence the phai; detector output (12) is a video jugated phase plus an arbitrary constant. :
voltage proportional to - 2,- 29, 4- a + d, - •,- b'. The only circuit in the tystem not under closed-loop ,
This voltage is converted to a digitai number, divided by control is the phase measuring and phase control branch

...... two, and delivered (13) to the digital phase shifter in the (12) to (13) from calibrator to module. Gain and bias er-••
*' rnodule where it changes the phase through that compo- rors can develop in this circuit. Let the phase detector"

*nent by A4. *"-/ -131 -,+÷('A) (o +d, -'i, -j).The signal ain be inerror bythe factor Kand le a bias ,,4develop
reentering the PCC as a phase reference is, therefore, •t in its output circuit. Then the phase shift in the digital .
÷ t ('A) (o +d, - ,j -ua). phase shifter ischanged by A*, - K[I-1,- 8, + ('/i) (a -.

This is the desired reference phase: the random ini- + 6, - •,-a) + M. The reference for the PCC becomes
tial phase 6, of the phase shifter and the random •a + 0,+6,+ ÷,•ajt + ii. The PCC output isc +t÷.

reference oscillation phase • have been removed, the cir- 2eht + ~ - y3,.5,. After passage through the o-ansmitzer ••
cuit phase shif'ters 6, and i• cancel out during system and antenna the radiated wave toward the target is"'
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+ 2€s + -+, * r Once the transmitting beam is formed and focused
on the target the initializing illumination no longer is re-

"" ot + 2M + Klcz - u) + 4kn quired. The beam is scanned by modifying the phase
shifts in the same manner that is used in a conventional

+ (I - K)(20, +. 2 9, + P,+ d,). (8) phased array.
Phase conjugation of the received wave at every ele-

The first four terms are the conjugated phase (4O) ment is necessary to achieve focused transmission.
plus an arbitrary constant (1W + K(a - J)). The last There are two primary circuit and system choices to
term represents a phase error in transmission from the make in the design if phase conjugating networks. The
ith module, which goes to zero when the gain error goes first choice is between analog and digital circuits. The
tw zero. The maximum effect is easily calculated. p, 0, second choice is between open-loop and closed-loop
71, and 8 may be assumed to be random variables inde- control of the phase shift. The bases for these choices
pendent of the errors in the other modules. Their sum is are discussed and several circuits are given. The phase
a random phase error. The magnitude of the net phase conjugating circuit at each antenna element requires a
error (0 is a function of the fractional gain error K of the reference wave of constant frequency and fixed phase.
phase detector. Note that the phase error is not a function Methods for distributing the phase reference across the
of the bias error of the phase detector. array are described.

Using the theory of mainlobe gain-loss referenced in
Section I1l (12J, a tolerance can be calculated for the
phase detector gain error. The random phase error is, at RFRECS
worst, uniformly distributed to the interval [-w.i n].I The
.variance of a uniform distribution is one-twelfth the (I1 Steinberg. B.D.. and Yadin. E. (1982)

square of the length of the interval.3 Hence Disnbuced airborne a-rry concepts. -

"IEEE Trawwtcnoou on Aerwpace and Elecrmoc S-viMZ. Mar.

o• (I - K)' (2)2/12 (9) 1982. AEs.Ia. 219..27.
(21 Applebaum. S.P (1966)

which must not exceed 1/4 rad' if the loss in mainlobe Adaptive arrays.
Syrwacuse Univenity Reasearch Corp., Report STLSPL TR

gain is to be Uimited to I dB. Taking this value as the 66-1. Aug. 1966.
tolerance in gain loss, the allowed fractional gain error 131 Widrow. B.. et al. (197)

K in the phase detector is found by equating (9) to 0.25, Adaptive antenna systems.

which yields K = 0.724. In other words the gain can Proceedings of t/h IEEE. Dec. 1967. 55. 2 43-2!59.

change by 27 percent without causing more than I dB (41 Brennans. L.E., and Reed, 1.5. (19"3)
Theory of tadauve radar.

loss in system performance. This is a relatively easy IEEE Tru actions on Aerospace and Elctronic Systems.

"tolerance to maintain. Mar. 1973, AES-9. 237-252.

1.1 Lo. Y.T. (1964)
VII. SUMMARY A mathesrinaal theory of antenna arrays with randomly

slsame dements
IRE Transetioas on Antenna.s and Propagation, May

The logical requirements for a self-adaptive, non- 196A. AP-12 W-.268.
rigid, distributed radar antenna array are discussed, A (61 Steinbel. B.D. (1972)

transmitter is required to illuminate a target, the reflec- The peak sidi-,obe of the phased array having randomly
located elements. ,.

tions from which are received by the elements in the ar- oed demerto.
ray. The target must reradiate a nearly spherical 1972. APn20.
wavefront. The phases of the received echoes are used to 171 Stnberg. B.D. (1973) S

-- set the phase shifts in the antenna elements so that a On the design of a radio camera for high resolution in

receiving beam is focused on the target. The same phase microwave imaging.

"information permits setting the transmission phase Joui,'. of the Frnklin Institute. Dec. 1973.
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'For example. the probability density function of the modulo-2n 19) Steinberg, B.D. (19al)

Ssum of two random variables. eKh uniformly distributed in a 2n inter- Radar imaging from a distorted array: The radio camera

.vl. Also is uniform in the interval. This case correponds to the algodithm and expelrimemts.

"'" equality conditon in (9). If the pdfs am clustered near the center of IEEE Tremactiona on Antennas and Propagation,. Sep.

tht interval, the pdf of the sum also is clustered, leading to the strict 1981.

Lnequaity in (9). The random vaunables in (8) wll generaly correspond (101 IE.1E rrT mcnoo on Antemis aAdPfetgaon. (Special Is-
to this case. If the pdfs are lower in the ce.tra region th•an a the tiur on Acuve and Adaptive Antemnas). Mar 1964. AP-12.

* edgs the inequality could reverse. Themr is no physical basis for 140-246.

assuming that this situation will occur in this system. ill) Hansen. R.C. (Ed.) (1964)
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ABSTRACT

AL-BIGUITY RESOLUTION IN SELF-COHERING ARRAYS*

Chung H. Lu, RCA Laboratories, Princeton, NJ
'A

C. Nelson Doray, Valley Forge Research Center, Moore School of Electrical
Engineering, University of Pennsylvania, Philadelphia,
Pennsylvania

Two approaches to resolving the phase ambiguity associated with

phase multilateration of self-cohering antenna arrays are described and

the probability of ambiguity error is derived for each approach. For

the minimum least-square error method an efficient computational tech-

nique is introduced which permits elewent position uncertainties as

large as one wavelength in the presence of phase measurement errors in

the order of one radian. The multiple frequency method permits element

== position uncertainties significantly larger than one wavelength, at

some increase in bandwidth. The probability of ambtiuity error is

shown to be acceptably emall if the rms phase measurement errors are in

the order of 0.5 radian or smaller.

*Submitted to IEEE Transactions on Antennas and Propagation, July 1983.
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AMBIGUITY RESOLUTION IN SELF-COHERING ARRAYS

Chung H. Lu, RCA Laboratories, Princeton, NJ

C. Nelson Doray, Valley Forge Research Center, Hoore school of Electrical
Engineering, University of Pennsylvania, Philadelphia,
Pennsylvania

A number of self-cohering random arrays, up to 1000 wavelengths in

lengtN with average element spacings in the order of 10 wavelengths, have

been constructed at the Valley Forge Research Center. An extensive

theory for design of such large, sparse, random arrays has been developed.- 'o

(1,21. A self-survey technique for self-cohering of such an array is

"described in 13]; experimental testing of the technique is described

in (4]. The technique determines each element position in the array

from phase measurements made at the element for signals transmitted from

beacons at known (measured) locations. The technique also calibrates the

phase reference at each element. Use of this technique considerably

loosens the mechanical tolerances required to obtain acceptable array

performance, and thereby permits operation of very large, loosely-surviyed,

or non-rigid arrays. The self-survey is basically a phase multilateration

r_ technique, in which ranges are inferred from phase measurements. There

is a phase ambiguity inherent in each phase comparison. High-precision

element location requires accurate ambiguity resolution. This article

describes two approaches to resolving this phase ambiguity, a minimum

least square (MLS) method and a multifrequency method.

"The self-survey works as follows. A few beacons of known L',cation are

"blinked consecutively. (In some applications those beacons would be re-

placed by passive reflectors.) At the i h element of the array, the phases
* of the signals received from each beacon are compared to the phases of

the corresponding signals received at a reference element and delivered by

cable to the ith element (see Fig. 1). Except for the ambiguity caused

by the mod 2w nature of the phase measurement process, these phase measure-
ments are indicstors of the differential beacon-to-element time delays.

This work was supported primarily by the Air Force Office of Scientific
Research under Grant No. AFOSR-78-3688.
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These delays are used to estimate the element position (xi* y1 ) relative

to the reference and the phase delay *ijn the reference cable. These

computed ialues of x 1 , Yi' I1 are used to cohere the array.

II

I th

,i
VIIJEMINCE CAVA
(PH4ASE DELAY V.)

"xi

ELEMIJIT

FIGURE 1 Differencial Ph..e Delay

Let the origin of the coordinate system be placed at the reference

element of Fig. 1. According to free-space theory, if we broadcast from

the jth beacon, which is in the far-field of the array at angle * from the

x axis, the phase ýi, of the beacon signal received at element i relative

to the corresponding beacon signal received at the reference element and

delivered by cable to element i is

Skdi + -
2 rnn. (1)

*k(dij + d ) 2n ij
where d - xicosu + yin~j, the differential distance to the beacon,

iji 1i' YjifJj
k - 2w/X, X is the wavelength, (xit y is the element position, 42 is

the phase delay in the cable plus the differential delay in the electronics,
. d is the electrical length of the cable and electronics delay, and a is

c ij
the number of multiples of 2r removed by the mod 2n phase measurement

process. Thus we assume ij lies in the interval[O,2 2. Lee[5,p.ll] shows

(2)
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that use of a broadcast reference rather than the cable does not change

Sthe mathematical. form of (1). Measurement of ý i n ij and 4,determines

C j,

c
a single equation in the three unknowns xio Yip *4" The measurements are
taken for N different beacons (N -_ 3) resulting in a set of N equations

in the three unknowns associated with element i:

BX,- t (2)ST, d •*d)T, *d 2n"
where X - (zip Yip 0 )" andT is "+

an N x 3 matrix of known quantities. It is shown in [3) that use of the
least-square phase error solution

X T -T (3)

in beam formation usually leads to acceptable expected gain loss for

beam pointing directions within the spread of the beacons.

MLS Ambiguity Resolution

Since d depends on aii, equation (3) specifies a unique solution for

each choice of the anbiguity intAgers {n i) used in the "darnd" process to
obtain {0e}d . 'de determine the possible values of n from the region of

ij ij
uncertainty of the position of element i and from the direction of beacon

J. The 11LS (mnuiamt least square) method of ambiguity resolution consists

of computing the least-square phase error solution X for each combination

of the possible values of nil, ... , niN, then selecting as the correct

solution that X which yields the minimum value of least-square phase error.

It the array is not extremely large, and if the structure on which
the leoments are mounted is fairly rigid (as in an airborne array), the Il

element positions may be known to within approximately one wavelength,
and each ambiguity integer will have only :k few possible values. On the

other hand, if the array elements are widely separated (perhaps on

separate aircraft), and if a priori relative positions are obtained by

time delay measurements, the position uncertainties will be somewhat
larger, and nij may have many possible values. In either case uncertainty

in the cable delay 4c in (1) increases the uncertainty in nii. There-

fore, in determining the possible values of ni 1 , uncertainty in 4 must be

considered. We refer to ths snt of possible values of n as the "integer

set" associated with n ij. The next section describes a technique which
-,.. permits testing of the possible combinations cf ambiguity integers with-

out excessive computation.

(3)
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"If the integer sets are correctly determined, (that is, if the correct

integers are included), then comparison of the least-square errors associated

with the various ambiguity integer combinations will pinpoint which choice

of ambiguity integers and correspondinS self-survay solution'is correct.

On the other hand, if the correct ambiguity integer is excluded from an

integer set, the correct combination will not be among the candidates

wnich are checked, and an ambiguity error will occur.

We wish the N integer sets to be as small as pcssible in order to

minimize the computation required to test the combinations. If tight

bounds on each ambiguity integer can be determined, then each integer Ire

set will include the correct integer. Let P be the probability that

the correct ambiguity integer associated with beacon j is excluded

from the corresponding integer set, and let r be the resulting probability

Lhat the correct combination of integers is not found. Then, the prob-

abtility of correct ambiguity resolution is I - P - 7T-•), where N is

the number of beacons (typically four or more). In order that P be

reasonably small, say 0.01, it is necessary that P be very much

smaller (say, 0.0025, for N a 4).

In most applications coarse estimates of th, differential distance

d and the electrical length d and some knowledge of the accuracy of... ij an h ~crcllnt c,."

the estimates will be available prior to self-surve7. For example, if

the array is distributed over the surface of an aircraft, nominal element

positions and cable lengths will be known, and the range of relative

element position deviations from the nominal values (which result from

flexing of the airframe in flight) can be described in terms of random
variables. For normally distributed errors in a priori estimation of

tJ* + dc' Fig. 2 shows the probability P of the correct ambiguity integer

being excluded from the integer set associated with a particular beacon,

as a function of the size of the uncertainty region (as measured by the

standard deviation o in the estimate of di + d c) and the size n selected

for the integer set. This figure can be used to select the size of the

integer set in such a way as to obtain sufficiently low probability of

ambiguity error in the self-survey.

(4)
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FIGuRE 2 Effect of Integer Set Size n on Error Probability P

(assuming normally distributed estimate of 4iJ + d )

It can be observed from Figure 2 that if the standard deviation a

is one wavelength, it is necessary that n a 6 to obtain a reasonably

small probability of ambiguity error. That is, the integer set size n ,"

must be large enough to include the correct ambiguity integer in all but

very low probability instances. It is shown in [7] that the MlLS method

of selecting n i is equivalent to the maximum likelihood method if the

staimation errors are independent identically distributed Gaussian

random variables as assumed in Figure 2.
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Reduction in Computation2

q This section describes a technique for reducing the computation

associated with testing each combination of ambiguity integers. For

asystem with N beacons, the technique reduces the amount of computationj

j by at least a factor of n ,where n is the integer set size. Thus,

the-computation grows by no more th~an n . This section also shows that

the least-square phase error associated with each combination can be

determined directly from the measured data without explicitly computing

*\the self-survey solution associated with that combination.

The square phase error associated with the least-square error

solution (3) is

whre IIBX-41 12 1141 (4)j

is~ aI B(h Bre)-- - B, (5)1

IN s a N h oderidentity qlatrix, and is a linear function of the N

ambiguity integers (nil. ... 0 n1 ) as shown in (2); E is computed for

each candidate combination of ambiguity integers, and the combination

which gives minimum c is selected.

Consder nil, n ) s anN-tuple of real numbers. Then, since
Coi s ide-r ini~ (n and G% G, athe N-tuple which minimizes E; satisfies
0 is

Equation (6) can be viewed as a constraint on the possible ambiguity

integer combinations. In other words, only those combinations which

satisfy (6) need be tested for minium c. Because of quantization noise

and measurement errors however, an ?4-tuple which satisfies (6) will not

AA

consist of integers. Therefore, we select as the possible ambiguity

integer combinations, the ones which nearly satisfy (6) in the sense

described below.

(6)
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Because C is idempotent, rank(G) - trace(C). But trace(It) - N and
-1 T -1 TN

trace[B(B B)-T] - trace[(B B) B BI - trace(I 3) - 3. Therefore, rank(CG)
- N - 3, and nullity(G) w 3. (This result is intuitively reasonable, since

B is a rank 3 matrix.) Thus the equation (6), which is linear in the integer
variables {nij), constitutes N - 3 linearly independent constraints on the

combination of ambiguity integers, and only three of the integers (say, the
first three) can be chosen arbitrarily. Once the three arbitrarily designated

integers are specified, the other integers can be obtained from (6) by a

single matrix multiplication using a conventional linear system algorithm.

(Sucha procedure is described in (7]). Because of quantization noise and

measurement errors, C4 (n, . ) is not precisely the zero vector

for the allowed combination of ambiguity integers. Therefore, the computed

values for the N - 3 integers must be rounded to the closest integers. If

any of the integers in the resulting solution does not lie in its corres-

ponding integer set, the ambiguity combination is not the correct one

and can be dropped. Otherwise, the corresponding square error c in (4)

is computed. Note that the matrix C need only be computed oncf.. In

general, if we were to try all combinations of N integer sets of size n,
Nwe would have to test n cases. However, by pretesting via the con-

.4.3 N-3
straints (6), we test at most n cases, a reduction by the factor na .

If the system has no redundancy (N - 3), G is the zero matrix and c is

zero for any integer combination. Therefore data redundancy is necessary

for ambiguity resolution by the MLS method.

If each ambiguity integer in the solution to (6) is increased by one,

the resulting phase vector 0 is affected in the same fashion as it would

be by a 2w increase in the cable phase-shift. Since the cable phase-shift

need only be known mod 2w in order to form beams, such ambiguity integer
combinations are redundant and need not be tested. This fact may permit

some further reduction in the number of combinations to be tested.
The ML. ambiguity resolution technique was applied to self-survey of

paired elements in [7]. Simulation of the element-pair system without

errors in the phase measurements showed a clear-cut difference between

the minimum-least-square phase error for correct and incorrect integer

combinations. Simulation with phase errors showed that the average allow-

able phase-measurement error for correct integer-combination selection is
0

39 . The phase-measurement error tolerance for the non-paired system de-
scribed in this article should be looser by a factor of 2, that is 780.

'44. (7)
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This resistance of the MLS ambiguity resolution technique to phase measure-

meat errors is in agreement with the observation in (5, p. 791 that the

effect on the least-square phase error of an error in one of the

ambiguity integers is typically as least 40 times larger than the

effect of an error in one of the phase measurements.

Multiple Frequency Ambiguity Resolution

In this section a sequence of frequencies is used to progressively

resolve the ambiguity in the self-survey phase measurements. The tech- 1

nique extends (6] by taking advantage of prior estimates of element and

beacon positions, and by including the effect of cable and electronics

delays; it provides, in addition, a prediction of probability of ambiguity

error. The technique makes use of the relatively long beat wavelength

between close frequencies. Although the use of the beat wavelength

magnifies phase errors, accuracy can be maintained by using a succession

of progressively reduced beat wavelengths. Thus accuracy of the computed

element positions can be increased by increasing the number of beat
wavelengths (bandwidth). Throughout this section, reference is made

only to element i and beacon j. Thus, the subscripts i and J are

dropped.

Let X denote the nominal wavelength, and assume the sequence of

auxiliary wavelengths {X p satisfies

•0 < m '" < 2 < (7)

The beat wavelength between X0 and Xp is

X 0 p
•op _X•0 p "I. .. M (8) 12

p 0
where 0 0. ' 0 The sequence of beat wavelengths will0 '01 < b2 <O. <Xm
determine a sequence of ambiguity integers n terminating with the desiredp
ambiguity integer, no a nij' of (1).

Assume the cable is nondispersive. Then the cable phase delay is

proportional to frequency, and we can rewrite (1) as

0, * k d - 2ffn, p - 1, ... , m (9)
p p

(8)
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where *is the phase measurement at the element corresponding to the p t
p- .

frequency transmitted from the beacon, kp - 2w/Xp, I p is the p wavelength,
p p

d - dij + d , d is the electrical length of the cable, and n is the ambiguity
Li Wesbrcch th p thinteger associated with A . We subtract the p equation from the 0

equation of (9) to obtain

ýo - Op 2wd/X - 2w(no-n)9p " 1, ... , m (10)

Because 1o and p are both in (0, 2w), o p must lie in (-2r, 21).

We define

and

op 0 p (

Thus 0 is a measured quantity and no is an unknown integer. Suppose that
op o

d - d + dd (13)
e

where d is an estimate of d and 6d is the remaining uncertainty in d. Na
We divide (10) by 2w/Xop, substitute from (1l)-(13), and rearrange terms C-'

to yield

d - n X '2 A de, p - , ... ,m (14)
thop op 2 i op e

The 0 equatiaorn of (9) can be rewritten as
6d~~~ - n !

6d - noX -'• -d (15) "

0 0 Tr o e
We rearrange the ath equation of (14) to obtain

n de o~ ~(16'de '•om

We design the auxiliary wavelength A so that the beat wavelength X
m om

satisfies .[•dI/10o < 0.5. That is, the uncertainty in d is less than one

om

d" Round * (17)
03Lom 2

(9)
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where Round [ ] means rounding to the nearest integer. In an ideal

noise-free situation, the right hand side of (16) would be identically

equal to an integer. Equation (17) would in effect restore the unknown

, portion represented by 6d/WXo. Therefore, we refer to X as the max-

imum resolvable element position uncertainty. Note that in [6], A03
determines the maximum resolvable slement spacing. The procedure

"described in this article therefore provides a much higher resolving

power.

Once n is determined, equations (14)-(15) constitute m+l linearow

equations in the .+l unknowns Sd, no, no1 , ... , n o,m_. However, all

of the variables except 6d are integers. These equations can be solved

sequentially to obtain n, thereby resolving the ambiguity in the phase
'- measurements used for phase multilateration. Specifically, insert

th

n ' from (17) into the m equation of (14) and solve for (6d)m, the

,, th,, estLiate of dd. Insert (dd) into the (m-l)st equation of (14), solve

for nom_ and round to the nearest integer. Use that integer in the

S(M-l)st equation of (14) to compute (6d) _1 . Repeat with each of equations

(14) until ((d) is obtained, then use (15) to obtain n (and if desired,

d - d a +d). 1

"The following example illustrates the computation process. Suppose

that d 107.84 X0 , that de 100 X., and thus 6d - 7.84 X . The correct

.L ambiguity integer is n - 107, and 00 a 1.68n.. Assume we use three

(m-3) auxiliary wavelengths, A, - 1.4 X0, X 2 1.15 Xo' and X3 - 1.06 X.3 o
The beat wavelengths are respectively X 3.5 o0 o - 7.67 )0, and Io3X

17.67 X . The free-space, error-free values of the difference phases0

"(denoted by superscript "o") are *ol - 1. 62R, o2 0 0.1IN, and 0 0.21a.
We add simulated phase errors to these quantities to obtain 0 " 1.87N,

.ol 1, 2 0.197, and 0 - 0.12v.

From (17), we compute no3 - 6 (rounded from 5.63), The third equation

of (14) is used with no3 to yield (6d) 3 a 7.08 A0. This quantity is

substituted into the second equation of (14) to obtain n 2 - 14 (rounded

from 13.87). The second equation of (14) is again used with this integer

value of no 2 to obtain (6d) 2 - 8.11 X . The process is repeated to

(10)
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obtain na - 30 (rounded from 30.02), (6d) 1  8.03 and finally,

from (15), - 107 (rounded from 107.10) and 6d - 7.94 X.
0

If n were computed in one step using only (15) and the third

equation of (14), we would have obtained n - .106 (rounded from 106.15).

A sequence of computational stages is needed to prevent phase errors from

corrupting the computations. The rounding operation prevents the errors
i•.i~ifrom accumulat ing.

- At the (p-1) (or last) stage of the process n (or n is

.op-1 0
determined from nop (or nol) by

no'p_" iod [(n op + 2---) X-.S-) 2r•

o'p-1
or

or o o (18)

"n Round[(a oZ 1 -" T- -)7- -

Thus the error in the difference phase lop (or ol) is magnified by the
wavelength ratio X oI p 1 (or XoA/,o). The beat wavelengths can be

selected to minimLze the probability of an ambiguity error. If the errors

in the right hand side of (16) and in the bracketed quantity in (18) prior

"to the Round operation are less than 0.5 at each stage, then the final value

of n0 will be correct. Let E be a Lound on the error in the phase measure-

ments *P. Then it can be determined from (16) and (18) that n will be We

error free if

16d +i+ 2<
-om 2

A / C (19). .. •.. op/ko~p. < v/2e, p " m, ..... 2 (9

I •o o (x/2& + 0.5)

l02It follows from these inequalities that
X (•12c + 0. 5) (i12c)m-l X (20)

For a aiven error bound and a Riven maximum size 16dl of element oosition
uncertainty, the minimum number of auxiliary wavelengths required for error-

free ambiguity resolution can also be determined from (20); namely,
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log 2 6d /[I/ (1 - 2/br)(iT/2e + 0.5)]}
m >1 + ( (21)

lo~r /2e)

For the earlier example we assumed that the maximum expected phase error

was c - 0.5 radian and that 16dI - 7.64 X. Then (21) required use of

three frequencies; (19) and (20) required that A1 > 1.38 X, 0 2 > .ll1 A 0 9

and X > 1.03 Xo-

In general, more auxiliary frequencies (and thus wider bandwidth) pro-

vides higher immunity of the ambiguity resolution process to phase measure-

• "ment errors. The minimum fractional bandwidth, derived from (8) and (19), is

Fractional BW g l-i° (22)

fA

It is obvious from (22) that the required bandwidth increases as phase

. error increases. The minimum bandwidth for the previous example is 27.5%.

S"The actual bandwidth is 28.6%. It should be pointed out that the operating

frequency f in the denominator of (22) is at tie top of the frequency band0

rather than at the band centcr. -_

Ambiguity Error Probability

Equations (19)-(21) describe the process for selecting auxiliary

frequencies for unambiguous determination of the ambiguity integer n under

the assumption that phase errors will be no larger than some number E. In

"practice it will probably not be possible to bound the phase errors tightly
of

enough to avoid excessively large bandwidth. The following analysis

determines the probability of ambiguity error - an error in the computed

value of the ambiguity integer n -- for normally distributed phase errors. -

Phaoe errors occur because of anomalous transmission and noise in

S•the phase-measuring devices. They typically have a bell-shaped probability

density function, but are always limited i an interval of length 2n. For

ease of computation we assume the phase error in denoted by c , Is
p p .

independent, identically and normally distributed,with zero mean and
• "" 2

variance a . This assumption of unbounded phase error will produce a

slightly pessimistic error probability, but the effect will be negligible

if the standard deviation a is small.
0

(12)
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The quantity in brackets in (17) differs from the correct integer

n by the amount (

o. , (23)
M 2w

For correct determination of n or, Xa must be in the range (-0.5, 0.5).
Note that if 16d1 were nearly equal to X /2, then correct determination

of a would be guaranteed only If the phase mcasurement error (€co - Cm)
were negligible. Practical ambiguity resolution requires selection of

a beat frequency Ao- which is somewhat larger than 2jdI. we treat
0=1

the quantity 6d as a zero mean random variable which is uniformly dis-

tributed over an interval of size somewhat smaller than o

Let PI denote the probability that the computed value of a is
• - p op

larger than the correct value by the integer t. Then

p- P (L - 0.5 X < L + 0.5) (24)m m

Definea I/ anda o/Xo. Note that the quantity inp-1 on /o,p-l anol
brackets in the first equation of (18) includes the error component

ap_ if U is in error by 1. Consequently

p- k e Pl p5 - X (4-ka + 0.5))p-1 keI P (tkP-1 XP'I <-

p 2, 3, - m (25)

where I refers to the integers and the composite phase error 2uRX

"" (ap. 1(roc:) - (CO-C 1 ) is N(O, 2(a_ - a + 1)0o). Using the.- 1 p 0 - - -1
symetry of uniform and normal random variables, it can be shown that
p -t for p 1, 2,...,..

p P
Finally, from the second equation of (18), the probability that there

, is no error in n is
0

"0o k
SP 1 P ((-k< .5) < X < (-ka + .5)) (26)

- kcl 1• 0 0 0

where the composite phase error 2wX A• (co'm) - E is N(0,(2o2 2ao- 1)2-)
or 001 0 0 .0 0The probability of ambiguity error is then given by

.-P - (27)

(13)

E-66
• ". '- ."- " '- " " °.'- "-" :-' -" -. - -- , - ' - .'. = .- . -- ° -. ". V , -



. -. :... '- ''-...-

" £ Equations (24) - (27) define a recursive relation for the ambiguity

error probability P* which can be plotted against the standard deviation

a for different combinations of auxiliary wavelengths. Figure 3 and

Table 1 show some example combinations under the aspumption that X >
mo

2.516di.

For each set of auxiliary wavelengths, the ambiguity error prob-

. ability Pe decreases toward zero as 3o decreases. Pe is determined by the

element position uncertainty 16dd, the number of auxiliary wavelengths m, and

the-phase error magnification factors ao0, ale .... Iam-l Curve 2 of

Figure 3 shows the error probability of the suboptimal example system

of the previous section. The plots shown in Figure 3 suggest a lower

"bound on the error probability. For a given element position uncertainty,

it is always possible to select a proper combination of m, a.9 ai' ... '' M-l'

and therefore the auxiliary wavelengths, to approach chis lower hound.

This lower bound will be further reduced if 15d' is restric:ed to a smaller

"fraction of X . Equations (19)-(21) provide a good starting point for

determining m and selecting ao, a 1 ' .... a1 for minimum Pe. Some empirical

design rules can be derived from Figure 3. In general, to reduce P6 it is best

to arrange the values of a 0 i' ..."'"a M-1 in the order of increasing

magnitgude. For a less than 20% the lower bound is approached if

"-and are not larger than 2. Further reduction in the magnification

factors reduces the error probability only for larger z 0 Furthermore,

Sis the reciprocal of the fractional bandwidth (see (8) and (22)). There-

' "fore, a small ao results in a large bandwidth.

"In summary, with a reasonable number and proper arrangement of

..- e auxiliary wavelengths, the ambiguity error probabilities in the multi-

irequency method can be made negligible for a < 100 and can be maintained

V%•- • below 12 if a is not larger than 20".

Conclusion

"A multifrequency method and an MIS method for ambiguity resolution

, in phase multilateration systems for array self-cohering have been described.

"* The multi-frequency method has the capability of minimizing the effect of

* -' . phase measurement errors and achieves negligible ambiguity error by

utilizing a set of auxiliary frequencies at the expense of wider bandwidth.

L The ambiguity error is reduced as the bandwidth is.i:...reased. For Gaussian

phase errors, the ambiguity error probability is nagligible for a phase

error standard deviation smaller than 10". The error probability in-

(14)
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TABLE 1

Auxiliary Wavelength Selections For Figure 3

(In order of decreasing error probability)

Curve Number of i n 1

Number F Xo0m Wavelenath ratios, Oil ",

1 3 11 3.67 1.5 2.0

2 3 17.67 3.5 2.19 2.30

3 3 11 1.5 3.67 2.0

4 2 11 3.317 3.317

.5 3 11 2.75 2.0 2.0

6 3 11 2.0 2.75 2.0

7 2 5 2.5 2.0

8 3 11 2.0 2.5 2.2

9 3 11 2.224 2.224 2.224

10 3 11 2.0 2.0 2.75

11 4 11 1.821 1.821 1.821 1.821

12 3 11 2.0 1.5 3.67

13 2 5 2.0 2.5

14 5 11 1.615 1.615 1.615 1.615 1.615

15 3 5 1.5 1.5 2.22

IP

(16)
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creases from zeri to 1% as the standard deviation increase from l0* to

20*.

The KLS method is based on the special properties of the over-

determined self-survey equations and on limit3d a priori knowledge

of directional interelemet spacings. In particular, it makes use

of the property that the least-square phase error due to an.ambiguity

integer error is an order of magnitude larger than that due to phase

measurement errors. The ambiguity error probability is dependent on the

accuracy of estimation of the interelement spacings and the number of

possible integers issociated with each beacon. Advantage of the

periodic property of ambiguity integers and of the singularity of the

system matrices is taken to reduce the amount of computation by at

least a factor of nN- 3 for a system of N beacons each of which has a

possible integer set of size n. If the phase erroi-s are independent,

identically distributed Gaussian random variables, it is pointed out

4 that the MLS method reduces to a muximum likelihood method.

(17)

"a.

(1.7)
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Eu-Anne Lee and C. Nelson Dorny-

Ford Aerospace and Moore School of Elec. Engr.
"- Communications Corporation University of Pennsylvania

i

ABSTRACT -

".P.'d A technique is proposed for locating the elements of a flexible

phased array sufficiently accurately to form high quality beams. The

technique requires beacon signal phase measurements and baseline measure-

meats, but does not require the accurate beacon-location knowledge which

is characteristic of radio navigation schemes, The effects of phase

measuremsnt errors and baseline measurement errors on array beam gain

U and pointing error are predicted.

*' *4
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INTRODUCTION

A very large phased array can produce a very narrow beam which is

useful for such functions as tracking, imaging, and direction finding.

Self-cohering of such an array can be difficult because most large

structures flex with time, and the array cannot be made rigid without

excessive weight (1]. For example, the Valley Forge Research Center has

constructed an X-band (3 cm wavelength) synthetic-aperture receive-only

array consisting of 200 sample points distributed randomly over a 40

meter aperture on a suspended cable f2]. The elements are spaced

randomly along the dimension perpendicular to the line of sight, with

average sample-to-sample spacing of seven wavelengths, and the sample

positions vary randomly from their design values by a wavelength or more

in all three dimensions. A low frequency (75 MHz) signal is cabled to

a stationary transmitter and to the receiving element. This signal is

multiplied to X-band to provide the phase reference for both transmitter

and receiver. A 300 m x 300 m target region on the ground at a range of

seven kilometers is illuminated by narrow pulses from the transmitter

with a beamwidth of 5". Quadrature detection is used to measure the

relative amplitude and phase of the target reflections at each element

position as the receiver is transported along the cable. These measured

.. phasors are processed digitally to form a high resolution image of the

target region.

A new array is under construction, consisting of up to 256 real

antenna elements placed randomly over a 100 meter diameter hillside region

for imaging of airborne targets. This array will be approximately planar.

In this array the low frequency reference signal will be passed through an

1
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impedance-matched power divider, distributed by cable to the elements, then

multiplied to X-band to provide the element phase references.

The motivation for this article is self-cohering of a large, very

sparse, random conformal, receive-only phased array. A self-survey

technique for self-cohering of a large array is introduced in (3] and

demonstrated experimentally in (4]. That technique requires knowledge

of the positions of a set of beacons. This article focuses on a generalized

self-survey technique which does not require knowledge of the beacon

positions. Although the technique is designed for sparse arrays in which

mutual coupling can be ignored, it may prove to be useful in self-cohering

of conventional phased arrays.

A two-dimensional radar image with high cross-range resolution

requires a large aperture only in the cross-range dimension. Thus, a

one-dimensional (or linear) array with a fan beam is appropriate. If

the array is very large, the element positions cannot be controlled

accurately. Such an array is illustrated in Figure 1. Since element

position deviations perpendicular to the x-y plane have little effect -

on the beam, they can be ignored. Thus the array is essentially a two-

dimensional array which forms beams in the plane of the array. It is

such two-dimensional arrays which are the focus of the analysis in this

article. It may be desirable in some applications to adjust the element

positions in order to conform to some surface significantly different

from a straight line. If most of the elements deviate from a straight

line by less than 0.1 radian (as seen from the reference element) we

refer to the array as an approximately linear array.

2
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S- ..F1GURE 1 Array eoLtry,
"(Phase Reference Cables Not Shorn)

Figure 1 shows a two-dimensional receive-only array which formsp

beams in the plane of the array. The systeam includes several microwave

-" ". beacons in the far-field of the array. (These beacons can be passive

,, point reflectors such as corner reflectors.) One of the array elements

is selected as a phase reference element and as the origin of the

• .coordinate system. Signals received at the reference element are

transmitted by cable to each of the other elements of the array. We

3
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measure the seignal phase (relative to the cabled reference) at each array

element, then phase shift and sum the measured phasors in order to compute

the array output. The amount of phase shift required at each element in

order to focus the beam is determined from the desired focal point, the

array element positions, and the delays in the cables. The generalized

self-survey technique uses simultaneously the phase measurements of the

beacon signals at a subset of the array elements to determine the re-

quired array element positions and the cable delays. It also provides,

as a byproduct, the beacon locations. The computed element positions and

cable delays are then used to focus the array for tracking, imaging, or

other purposes.

PHASE MULTILATERATION

Tha self-survey is basically a phase multilateration technique. It

works as follows. The beacons are blinked consecutively. (If the beacons

are passive, they must be at different ranges so the corresponding returns

can be separated.) At each element of the array, the signals received

from each beacon are compared in phase to the corresponding signals re-

ceived at the reference element (see Fig. 1). The relations between the

phase measurements and the geometry are identical with those described in

* th[3]. That is, the phase P of the j beacon signal received at element

i relative to the corresponding beacon signal received at the reference

element and delivered by cable to element i is

P ij k(xIcosgj + y sin*) + i

F

4
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where (xiyi) represents the cocrdinates of the ith element, is the

cable delay at the ith element, and $i is the angle of the j far-field

beacon relative to the coordinate system; k - 2w/X, where A is the wave-

"length nf the beacon signal. The measured phase difference corresponding

to transmission from the j th beacon is

' = k(xocys* + Y0sin*0 ) + 0 + ii 27ni0 (2)

where 4,J is the phase deviation relative to free-space theory (owing to

multipath, receiver noise, etc.) and nij is the number of multiples of

2w removed by the mod-2v measurement process. The superscript "o"

denotes exact values of xi, Yip' Vj' 1 and a"
S

Two methods for determining the correct ambiguity integers (ni' 0

"are introduced in (5]. The first method tries each possible combination

of integers (ni} which is consistent with the region of uncertainty,

U computes the least-square error of the self-survey solution corresponding

to each set, and picks as the correct combination of integers the one

with the smallest least-square error. The second method uses a sequence

of increasing frequencies to progressively reduce the region of un-

certainty until there is no ambiguity.

Suppose the phase ambiguity in each measurement (the uncertainty

in n ) has been removed. Define 0 -m i + 2rn. Then * and

"P are comparable quantities. Measurements of the form (2) for M

beacons and N elements (not including the reference element) produce

the equations

P (riC yi. O) d i - 1, M, J-l, N (3)

E5
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We solve these equations simultaneously in a least-square error sense.

That is, we pick the variables xi, Yi, 4it and to minimize

M N ,

V.I X *[ -P (4)
i-i J-i j ij

The minimum of V can be found by equating to zero the partial

derivatives of V relative to xi, Yip %1 and ýP for i 1, ... ,

j - 1, ... , N. It is shown in the next section that the resulting 3M + N

simultaneous nonlinear equations are not independent, but have a continuum

of solutions. In order to remove the dependencies (or degrees of freedom)

from the equations, a baseline element is defined (denoted the Mth element)

and its coordinates xM,yM) are measured separately from the self-survey

process% The remaining (3M+N-2) equations are shown in (A-1) of the Appendix.

We can solve the equations simultaneously or we can process only

a subset of the elements and beacons at one time. For M elemeuts and N

beacons treated simultaneously, we have (3M + N - 2) variables and MN

measured values. The number of measurements must at least equal the

number of unknowns in order that the equations adequately define the

solution. Thus MN 2 3N + N - 2, or H a (N - 2)/(N - 3). It is apparent

that the smallest number of beacons that can be included in the pro-

cessing group is N - 4. The corresponding minimum number of elements

isM -2.

BýSELINE VARIABLES

In this section we show that the equations for a two-dimensional

array have two degrees of freedom-electrical freedom and rotational

6
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freedom. Then we designate a pair of "baseline variables" which must "

be measured separately from the self-survey process in order to elim-

inate that freedom and produce a unique solution. Equation (1) can

be written 2
Pij1 mkricOs( i-*) + (5)

where (risi) is the element position in polar coordinates. In this ]
polar form it is easier to recognize special features associated with

linear (or nearly linear) arrays. The freedom in the solution to the

self-survey equaeions can be thought of as changes in the variables

Q ri,8ioipj which do not effect the phase measurements PiJ" if we

rotate the whole system (array and beacons) around the origin of the

coordinate system, the element positions and beacon directions change

but the phase measurements PiJ remain the same. Thus, the solution 4

to the equations has one degree of rotational freedom. We explore the

degrees of freedom further for the case of a linear array (8i = constant).

Without loss of generality, we treat the case 0, 1 0. If we increment the

variables in (5) by the arbitrary amounts 6ri, 66i, 46 , and 6i and let

0, the resulting change in PiJ satisfies

6- - cost csi 4 6 -1sn*sn6p6
kr i (cs6-6)l-inSjs(P i kr i

+ 5r cc,,, Cos (61P -i8 -sinýp sin(6ý,- 6) (6)r k

Let 6r O, 4i, 0, and 60,- 64 for all i and J. This set of

variable changes, which constitutes the above-menticned geometric

rotation, maintains 6P - 0. In order to remove the rotational
i•

freedom, we fix one of the variables; for example, 68, 0.

"7
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The linearity of the array introduces a second degree of freedom.
6r 6r

We now assume that 606 - O,.and 60, - 0 for al'. i, and let - a
ir r

for all elements of the array (a pure stretch). According to (6) the

array can be stretched without changing P V

r cosl [COs4 -1]-siný, sir6*"

rr1
+ r--[cos* coe6•, -sintp sint5•, ] = 0j i

or

Cors

coseij cos6Pi, -sin~k i s1 360i = l+l (7)

The nonlinear equation (7) can be solved, for each value of J, co yield

a set of beacon position changes (6* which will compensate for the array

stretch. For small values of the stretch ratio dr 1/rl, equation (7) is

approuimately linear in 6* and can be solved in closed form: 64, -
j .1

(6r 1 /r 1 )cotkJ. Computer simulations demonstrate that this stretch

freedom is a de3eneracy freedom which arises only if the array is ex- -.

actly linear.

The existence of the unknown cable delay adds a third degree of .

freedom. Suppose that the array is linear (0i-0), that 6ei = 0 and 6ri -

0 (no rotation or stretch), and introduce a phase tilt into the cable

delays: 60i/kri 6a 4/krI for all i. This phase tilt can be compensated

for by beacon position changes {1%6} which satisfy "

tSPAij * cos* [cos6* -l]-sin* sind'S +60 /kr - 0 (8)kri

For small tilt factors 60I1 /krl, (8) is approximately linear in 6%j, and

64, - 60 i/krIsinip . Comnuter simulations show that this electrical freedom

8
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"also exists for arrays which are not linear, although the resulting

freedom is then more complicated than a pure phase tilt.

"In um-ar,, the self-survey equations for a two-dimensional array

have two d( re :s of freedom, rotational freedom (inherent in the teo-

metry) and electrical freedom (introduced by the cable delay). If the

"array is exactly linear, the geometry introduces a third (stretch)

" " "--freedom.

Computer simulations demonstrate that, except for a perfectly linear

array,. -Lxing two appropriate variables in the equations will produce

a umique solution. It is probably most convenient to designate one

element of the array as the baseline element and measure its coordinates

relative to the reference element. In this article we assume such a

baseline has been defined and that its coordinates (xM,yM) have been

measured separetely from the self-survey process.

CONVERGENCE PROPERTIES
[O --

The nonlinear equations (A-1) of the Appendix have been solved by Newton's

P iterative method for a variety of geometries, using 50 different sets of initial

estimates for each geometry (6]. Each set of initial estimates consisted

of element coordinates which deviated 1 to 6 wavelengths from the true

values, beacon angles which deviated 1 to 4 array beamwidths from the

true valuea, and arbitrarily chosen values for cable delays. The Newton

iteration consistently converged to within 4 significant digits of the

correct solution within 3 or 4 iterations for initial estimates which

consisted of element coordinates within 3 wavelengths of the true values,

beacon angles within 3 beamwidths of the true values, and arbitrary

values for cable delays [7]. Since the mod-2w ambiguities are assumed

9
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to Y een resolved, the remaining uncertainty in each element location

is less than one wavelength. Consequently, the initial estimate associated

with each element location lies well within the 3 wavelength convergence

radius.

The good convergence properties described above assume adequate

accuracy in the computations. For a given array size, if the beacons

are too closely spaced the equations will be ill-conditioned. The beacon

separation, expressed in array beamwidths, is a measure of the equation

conditioning. The more ill-conditioned the equations, the more pre-

cision is needed for accurate computation. Thus, if the target field

of view is very narrow, the array must be very large (the beamwidth

small) in order to permit accurate computation with limited computer

precision. For exampla, computer simulations of four-beacon geometries

with a sixteen-digit computer showed Lhat a minimum interbeacon spacing

of twenty-eight beamwidths was required to guarantee that the round-

off errors would not affect convergence.

TOLERANCE TO MEASUREMENT ERRORS

The estimates of element position (x±,yi) and cable delay *i pro-

vided by the generalized self-survey technique described above will be

in error because of the errors in the beacon signal phase measurements

and the errors in the baseline measurements. These errors in the self-

survey, in turn, cause errors in beam formation. The self-survey is

carried out primarily to achieve beamforming. Therefore we focus on the

beamforming phase errors rather than the errors in the element positions

and cable delays.

10
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The vector of unknowns is

X ,, X l , Y l ' 0 )l 1 ' ' x M - -l ' Y M - l ' 0 M I O M ' 0 1 , . . N T( )

Note that : y, YM are missing in (9) because the coordinates of a base-

line element, denoted by (xM, yH), are measured separately from the

self-survey in order that the algorithm produce a unique solution.*

TLet Y. oenote the baseline colul vector [XM, yM] and 0 the vector

of phase maasurem•nts 0md in (3).

In order to find the relationship between the errors dX in the

solution and the measurement errors 0 and dXM which cause them, under

the assumption that the errors are small, we take the total differentials

of the nonlinear equations (g M - 0) in (A-I) of the Appendix.
p I

Specifically, we take the differentials of {g (X)} with respect to the
variables ri, Yip ýJ, 01 and * j and evaluate all the variables at their.

error-free values. The resulting equations, which are linear in the

• 'error variables, can be expressed in the matrix formdX - -H.-1FO - HldM(0

T T, T

and~ is the error in m

where dX ".[dX1 ,dY1 ,d0 1 , .-.. d*1, dXM " [dx. "[d1,12.. ,.

i• ij

The elements of the matrix H are partial derivatives of the functions

(g W)X relative to the unknown parameters in X. F consists of the partial .-

derivatives of the functions (g } relative to the phase measurement errors
p

""{� }. L consists of the partial derivatives of the functions {g I relativeij p
to the baseline coordinates (xM,yH). The detailed expressions for H, F,

and L are given in the Appendix.
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In order to steer the beam formed by the array to the angle •,

the signal received at element i must be phase-shifted by an amount

Pi a k(xcos°* + Visin•) +oi• The error 6P in this phase shift owing to

those self-survey errors which are associated with element i can be

represented by

6Pi RdX i ,•, M (1i1
i i

T
where R - [kcos8, ksin*, 1] and dX- [dxi, dyi, do I In the Appendix

we derive the following structural form for dPi, the beamforming phase

error at element i:

6SP - (1l,4. NI Oil + kr i(oil?..8N r 11] kriYil.Yi2 ] Fd (2

where the variable ri is the distance of the ith element from the origin

of the coordinate system, and k is the wave number; aj and Yip

are complicated functions of the variables. The subscript i refers to

the element at which the phase error 6Pi occurs during beamforming. The

subscript q refers to the element at which the phase measurement error -

qj
occurs during the self survey phase measurement process. The subscript j

refers to the beacon associated with the phase measurement error 0 . The
qj*

th
subscript p refers to the error in the p coordinate of the baseline element.

In most applications intended for two-dimensional radar imaging the

array will be linear or approximately linear, as discussed in the intro-

duction. It can be shown jhat for a linear array Siqi and y are indepen-

dent of i (7]. In the succeeding tolerance analysis we focus on the

linear array and drop the subscript i from these coefficients. In the
1.*
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4.

. -. case of the linear array, equation (12) can be writt.en in the form

"6P. a 6 iG + *kridPP + kri6PB (13)

" where the subscripts G, P, and B are used tn imply that the three terms

"2 of (13) lead to reduced gain, pointing error, and baseline-induced

pointing error, respectively, as described below. Theerror phenomena

are determined primarily by the k and ri structure of (12). This structure

is derived in the Appendix.

"PHASE-INDUCED GAIN REDUCTION

"Detailed exanination of the matrices involved in (10) and (11) shows

that the coefficients ac depend only on the beacon distribution (-P} and

. the beamformivg angle ii, and are independent of the array geometry and

the wave number k (Aooendix). The first term of (12) involves the phase

Is measurement errors associated only with element i. Since the coefficients

i.}{a are identical for all.array elements and the phase errors J which

multiply the ac vary randomly from element to element, 6PiG represents

* a beamforming phase error which is random across the array. According

to [8], such beamforming phase errors result primarily in reduction in

the expected gain of the main beam. Assume the phase measurement errors

j )} are independent, zero mean, and identically distributed, with variance

S2 2 22 N2A 2
an. Then 6PI is zero mean with variance a a a , where -L a . The

jali

"expected reduction in gain is exp(-aG2); if a < 0.5 radian, the expected

"? b reduction in gain owing to the phase errors will be less than 1 dB (8].

A typical curve of a as a function of beampointing angle is given in

.'" Figure 2. It can be shown that for most distributions of the beacons,

13
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a 1 1 for beam pointing directions within the spread of the beacons (3,7].

I Consequently a G I a For certain poor distributions of the beacons, such

as those for which beacons are bunched into two regions, the value of a

can grow large for all pointing angles except those in the angular spread

of each bunch. We refer to this magnification of measurement errors owing

to poor beacon geometry as geometric dilution of precision (GDOP).

PHASE-INDUCED POINTING ERROR

The Appendix shows that the second term of (12) is proportional to

"ri and independent of k. The factor kri is removed in (12), leaving 8iq

proportional to X; 8 also depends on the beacon distribution, the beam-
iqj

forming angle, and the array geometry. Each coefficient 8 includes

a factor of the form rqU, where r is the radius to the q th element

.. and U is shown in (A-13). Conseauently, B is inversely proportional
* iqj

to the array size. That is, if all dimensions of the array are doubled,

each •B will be halved. If the array is linear, it can be shown that

.Under'the previously mencioned assumptions concerning the

random phase errors (0q), the pointing error 6P is zero mean with

variance a a where a . A typical curve of 6 versus:'" q 1 q

beam pointing angle * is shown in Figure 2. We computed 0(ý) for 50

randomly selected geometries, each consisting of 4 beacon positions and

6 element positions; the elements in each geometry formed a linear array.

V'.. The simulations consistently showed that for pointing directions 1 within

the spread of the beaconj, B s 0.3 X/L, where L is the length of the array.

1 60 Thus, we expect B to be significantly smaller than the array beamwidth.

It follows that the standard deviation in pointing error owing to phase

"measurement error can be expected to satisfy a pf 0.3 T oY In practice,

"4,_ the array elements would be surveyed in, groups of 6, each group forming! I-!
"a subarray of about the same length (L) and using the same baseline.

15
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BASELINE-INDUCED POINTING ERROR

The third term of (12) pertains to baseline measurement errors.

The Appendix shows that the third term of (12) is proportional to kri.

The coefficient y depends on the beacon distribution, the beamforming

apgle, and the array geometry, but is independent of wavelength; yip in-

cludes a factor of the form rMU, where rM is the length of the baseline

and U is shown in (A-13). Therefore, y is inversely proportional toip
array size L. If the array is linear, it can be shown that yip * YP"

The baseline errors .dxM,dY} are also independent of i. Therefore, if

the array is linear the third term of (12) produces a ohase tilt across

;he array, and thus a pure pointing error in the beam. It is interesting

that even a pure stretch error in the baseline (6yM-0) causes a oure

pointing error in the linear array.

Assume the baseline measurement errors dx, and dyM are independent,

zero mean, and identically distributed with variance a2. The resulting
X

baseline-induced pointing error 6P is then zero mean with variance a2B~ B2222 2 2 22
Yax, where y - . yp. We computed y(M) for the 50 randomly selectedJ-I
linear array geometries described earlier. A typical result is shown in

Figure 2. The simulations show that for uointing directions within the

spread of the beacons, y 1 2/L, conseoBuently, a s r2 a/L.

If the same baseline is used in self-survey of each subset of

elements of the array, and if the length of each subset is approximately

the baseline length, then the resulting pointing error in the full array

will be essentially the one predicted by 6PB (with variance a ). The
B B

pointing error does not aoply randomly to each pointing direction.

Rather, the pointing error will typically exhibit a smooth unimodal

change as the beam is scanned across the target [4]. Thus a target will

be stretched or shrunk according to its position within the spread of

16
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the beacons. The total stretch (or shrinking) of the whole beacon spread

is in the order of oa. Similar comments can be made concerning phase-D.,

"induced pointing error; in the imaging process, after the self-survey

has been completed, it typically exhibits a smooth unimodal variation

across the array.

EMN•R TOLERANCE SUKAY
In sum, we make the following conclusions concerning an array

which is self-cohered by the generalized self-survey technique described

V', in this article. Only four beacons are required. We assume the

self-cohered array is used for beamforming or imaging only within the

"spread of the beacons. For any reasonably uniform distribution of these

beacons, the errors in beacon phase measurements and in baabline measure-

ments cause limited gain reduction and pointing error during imaging.

The gain reduction and pointing error vary smoothly and unimodally

across the imaged region. Consequently, the image of a target of some-

what limited extent is slightly stretched or shrunk, and the

intensity relative to sidelobe artifacts is slightly reduced.

If the array is linear (or approximately linear) the gain reduction is
due primarily to the beacon phase measurement errors. The expected gain

%b 2 2reduction factor is exp(-o.), where is the variance of the beacon phase

measurement errors. For the linear (or approximately linear) array the

pointing error has two statistically independent components, caused by

the beacon phase measurement errors and baseline measurement errors,

respectively. The standard deviations of these two components are

17
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ap 0. 3 a¢ and aB V /2- (14)""

L *ad'B L (4

where L is the array size,'X is the wavelength, and a is the standard
x

deviation in each component of the baseline measurement error. Suppose-

ao - 0.5 radian, L - lO00X, and ox - X. Then the expected reduction in

gain owing to self-survey errors would be 1 dB and the corresponding

standard deviation in pointing error would be 1.4 mrad (1.4 beamwidths).

The phase errors in the target data used for imaging are not included
I'.

in this analysis. These additional phase errors, if random across the

array, would lead to additional gain reduction. If the array were not

approximately linear, the second and third terms of (12) would also

lead to some beam defocusing and gain reduction in addition to the

pointing error.

EXTENSIONS

Reference [7] shows that the standard deviation a• of the errors

in the computed values of the beacon angles, owing to the measurement

errors, satisfies

2 )X 2 0x 22 _ (0.3 1 c€ + ( 42- ) (15).."-

This result may be useful in certain direction-finding applications.

Reference (7] also describes the extension of the self-survey process

to a three-dimensional geometry. The three-dimensional equations result

in more degrees of freedom (baseline variables) than the two associated

with the two-dimensional equations. The convergence propocties and the

tolerance relationships for the three-dimensional system have not been

thoroughly analyzed, but are expected to be similar to those of the two-

dimensional system.

18
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EXPERIMENTAL SELF-SURVEY

The self-survey algorithm has been extended to near-field, synthetic

aperture-systems and used to successful cohere experimental X-band (3 cm)

synthetic aperture radar data [9]. The exoeriment used seven randomly

- selected synthetic aperture element positions spread over a linear 27 m

aperture. Reflections from four corner reflectors in different range

bins at a range of approximately 250 m were used as beacons signals.

The element positions were measured to within about "/3 wavelength.

"The beacon (corner reflector) positions were measured to within about

1.3 wavelengths. One of the element positions was selected as the re-

"2. ference element and for each beacon its round trip phase delay was sut-

tracted from the round trip phase delays at six other elements in order

to obtain phase delays relative to the reference element. These

differential phase delays were used in the self-survey algorithm to

compute the six-element positions. The six-element array (plus re-

Sference) was used to image the neighborhood of one of the corner

A r reflectors using only the measured element positions, resulting in a

poor image with sidelobes higher than the main lobe. The imaging pro-

cess was repeated using the element positions computed by the self-

survey process. The latter image was essentially the image expected

i •from a perfectly surveyed seven-element random array. The direction of

the image was shifted from the measured target direction by an amount

essentially equal to that predicted by (14).

19
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SUMKA, Y

A phase multilateration scheme is used to locate the elements of

a very large, very sparse, poorly surveyed array with sufficient accuracy

to permit formation of high quality beams. The scheme requires phase

measurement, at each element, of the signals from each of four point

targets or beacons. These target signals must be separable in time

(or range). The scheme also requires measurement of the location of

a baseline element. Errors in these self survey phase measurements
Fo-.-

and baseline measurements lead to gain loss and pointing error during

beam formation. The expected loss and pointing error are derived for the

typical case of an approximately linear array. These errors do not

cause serious image distortions for beam pointing directions within

the spread of the beacons. These conclusions have been verified

experimentally with synthetic aperture radar data.
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APPENDIX - STRUCTURE OF EQUATION (12)

The self-survey ecuations are obtained by equating to zero the

partial derivatives of (4) with respect to xi, Yi(i-, .U..,

(i-1, ... , M); and Fj (Q-1, ... , N). These four sets of equations are:

N md
S[ (ij"-kx cosý j-ky~sin- 4 )(kcos5) 0 0, i1, ... ( CM-i)

9, i~j i j-j£

md
0 k(i+ C-2) L (n k 0, -1, .... (A- 1)-"gi(i÷2M-2) i i " ' "

M m

14 -kx cos04-kyisinqi - i)(kxisin*jkYicOj) - 0,

J-1, ... ,N N

The tolerance equations consist in the total differentials of the equations
(A-1) subject to the conditions 0121 k(x cos@J+y sin)i They can be

written in the matrix form

H dX + F 0 + LdXM 0 (A-2)jl

where dX - (dxl, dy 1 , d 1,- ... , dYd..1M- dMM-.l d0M, dt,, ... , dlN), dX. 1 a ,1

(dxMH, dyM), and 4 l,(1 ' " MN' A)" The tolerance results in this paper re-

quire determination of the k and ri structure of (10) where r is the radial

coordinate of element i. This Appendix presents the k and r structure of

-1 , F, and L. H can be partitioned in the form

1A al
1- D. (A-3,.,
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where A and D are square and invertible. Then
"A- =-+A' B (D-CA-I B)'I CA-1 - (-CI )

H (A-4)

"(D-CA B) CA (D-CA' B)- j
We show only the structure of k and r in each of the following matrices.

Blank entries are zero. Each non-zero element includes an additional

trigonometric factor which depends on beacon angles and element nosition

angles. Signs of entries are ignored. Equality of two entries does not

imply equality of the corresponding undisplayed trigonometric factors.

The detailed derivation of the matrix structures is given in (6]. The

j derivation makes use of the relation xisinpj-Yicoso j - risin(IP j- ).

- 2 2 -k k k...
k kk

• ~M-1.

k 2  2

2 2 oA k k k (A-5)

1k k k' M-1

k2 I 2
k k2 k

k k I ,

I'k k 1

M-1

- - - - k k

23

E-95



,%.% • .*.- .. 7..o ---- ..- ° , -~ - • •- ..

21 21

I +

1/k2 1/k2 1/k -
1/k/ 1//kk

-~~~~, - --- -------

A"1 1/k 1/k2 1/k M-1 (-6) ., i'

sets
2 2

2 /k Ilk 2/k

*~1/ 1//k1k

------ -- -- I -

S M-1 -I M-1I

ro

A2 2 ".

'ik r . / . . k/krII I I

• M-1
2 2r2

rM_1 r- ,.

k r1/ k r l

1I r1

I I

B - . -1 (A-7),:

----- ---------* --- -------- --i--
1 k2r,~ k2 r .-o

"kr. 
1  kr.
1 kr 1

) ..-... A ,.)

* k~r • krI~ ,

I kr.'k-

*I --

krM.,• krMI ) I-"

krM krM 1

N 2 4

E-96



.°4

2 
2 2

k ri kr krk k2r 
a k 

kr

S 
% -

kM-r1  k-r1

•
N (A-8)

r k a... r 
" .

.
k 

]M-

m 2 2• • k ri

-2

M- i s ec s 
1

.'*'

k~~ rr-

25
E-97~

E-97 
_



N

k k

k . . .

k . .. k

M-1-
kk .. k

r k .. .M- "r

I- I I•i A- 0

M-1

"".. I

S... . -A4.-------------

k. ... i.II ) I

".".• I-

kr, ;r .

M sets of N each

:-:: 26
L• E-98

il.. . . . .. .



:n 0 0

"" 0 0

• L - k k ) i (A-il)

2 k2 r

2 2

4. kM kr

L
L It follows that

M MC. A B k i .

N (A-12)

k2  2 k2  21

where each term in each sum has an undisplayed trigonometric factor. There-

"fore we conclude tht each element of (D-CA- B)- is of the form U/k , where

; M 2
sum of products of order (N-1) in r,

f e: e2(A-13)
:"M 2

sum of products of order (N) in r,

2:7
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For purposes of this article we care only about the first 3M-2 elements

of dX; these are determined by the two upper blocks of H-. Thus, if

dXi - (dxi, dyi, doi), R - (kcos*, ksinO, 1), and 6P i a RdXi, then

pi- -R(A-I" o)i(FO + LdX )-R(TCA- 1 'T)i(FO + LdX) (A-i ,.

thwhere the matrix subscript i denotes the i 3-row submatrix, and T -

A- B(D-CA-IB)- . Note that (A 1:0)i L 0, and that

(lPo , 0 11/k . .. /k o0[o-2

thi N-column submatrix

Therefore the first of the two terms in (A-14) is a linear combination

of (Iil 40 " ) as in the first term of (12); a is independent of

k and ri, but includes a trigonometric factor involving ,, {ii}, and (Oi}.

The ith 3-row submatrix of the factor A-1B in T is proportional to ri.

Therefore, the second of the two terms in (A-14) has a linear factor r .

Examination of the matrix products in the second term of (A-14) shows

that the portion associated with # is independent of k and the portion

associated with dX is linear in k. Thus the form of (12) is established.m

Each of the coefficients Bjqj andyip in (12) includes a factor of the
ýip

form r U/k and a trigonometric factor involving 0, {ii, and (8i1. Each
V.

of the coefficients y1p includes a factor of the form rMU and a trigono-

metric factor involving *, { and (6i}.

28
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5. SYNTHETIC APERTURE NEAR-FIELD SELF-SURVEY

C. Nelson Dorny Tianhu Lei

In previous articles we have described a general self-survey technique

for self-cohering of nonrigid antenna sysLems (1]. In this article we ex-
* tend that work to synthetic aperture systemns and to near-field targets. We

also demonstrate the capability of the technique with real synthetic aperture

:* radar data.

Near-Field Bistatic Receive-Only Array

Figure 5.1 defines the geom#-ry of a random array and near-field point

reflectors. The coordinates of the array elements and the point reflectors
'-. are known approximately, but not to the accuracy (0/10) necessary to permit

* direct computation of the phase shifts required for beamforming and imaging.

The purpose of the self-survey is to generate sufficiently accurate alray

element coordinates to permit beamforming and imaging.

RREFL.ECTOR

'YELEMEKT

I. °.

FIGURE 5.1 RANDOM ARRAY WITH NEAR-FIELD REFLECTORS

Assume a pulsed RF signal is transmitted from the reference element at

"t the origin, and reflections from the targets are received at each element, in-

cluding the reference element. Assume also that the reflected signals can be

separated in range. The phases of the signals received at each of the ele-

ments are measured relative to zhe signal received at the reference element.

The theoretical phase delay for the signal reflected from point j and re-

ceived at element i is

' =iJ k[RK - ,/(Rjcos0j-xi)' + (R sin$ -yl)L] + 0i (1)

*This work is principally supported by the Air Force Office of Scientific
Research under Contract No. AFOSr.-82-0012.
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where k - 21r/ and 0 is the phase shift associated with carrying the refer- .

ence signal from the reference element to the ih element, either by cable or

broadcast [1]. The corresponding measured value of the phase delay in (1) is
mdenoted The phase shifts associated with transmission and with reflec-

tion from the targets are removed by the phase comparison process. The phase

shift associated with the receiver is included in ' V

The self-survey technique consists in choosing values of the variables

(xiYi), i - 1, ... , N, and (Rj,) J- 1, ... , M in such a way as to mini-

mize
N M M2

(P- )2 (2)
i-I J-i 

"

The minimization is carried out by applying Newton's method to the set of non-
linear equations obtained by equating to zero the partial derivatives of Q

with respect to xi, Yi 0., rj, .

The minimization in (2) is essentially a multilateration process. Thus

the distances from elements to point targets must be known accurately a priori

(to approximately X/2) to determine the actual phase delays V rather than

the mod 2w values which are obtained from the phase measurement process. The

equations derived from (2) have a unique solution if appropriate baseline var-

"iables are measured a priori.

If R * -, (1) reduces to the far-field phase difference

P kfx cOs*j + y sin*] + (3)
ij i . i " £

Lee (11 analyzed the self-survey process in detail for far-field point targets

(or beacons). He demonstrated satisfactory convergence properties of the New-
"ton iteration, and derived the effect of phase measurement errors on the com-

puted coordinates. He concluded that the technique will determine the element

coordinates sufficiently accurately to form high quality beams within the ang-
* ular spread of the point targets used for the self-survey phase data.

"It can be shown that different coordinate systems must be used for the
elements and the reflectors or else the equations will be degenerate. We

choose to use rectangular coordinates for element positions and polar coordi-

nates for reflector positions.

The phase P of (1) and the associated self-survey process apply not only
ii

"QPR No. 42
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* * to real receive-only arrays with fixed transmitter at the reference element,

. -" but also to equivalent synthetic aperture systems. That is, if the reference

element at the origin transmits repetitively and the sequence of reflections

"is received both at the reference element and at a single moving receiver,

then P of (1) corresponds to the phase difference which exists when the

receiver is at the ith position (xiYi). Thus the self-survey process can be

used to survey the sequence of positions of the moving receiver.

Near-Field Monostatic Transmit/Receive Array

Suppose a single transmit/receive element transmits a sequence of RF

pulses and receives the reflections from the point targets as it traverses a

path beginning at the origin. In Figure 4.1, element i would represent the

position of the element during transmission and reception of the ih pulse.

The round trip phase delay for the i h position is

PiJ - 2k 'R cosy j-X + CR sln j-Y + j - (4)

where 0 includes the phase delays in the transmitter and receiver (which are

. independent of i and j) and the phase delay owing to the reflection process at

the target (which we assume varies from target to target, but does not vary

significantly with array element position). The measured phase delay, adjust-

ed to reflect actual delay rather than the mod 271 phase measurement alone, is

enot A self-survey could be performed for this synthetic-aperture sys-

tem by carrying out the minimization of (2) with phase relations (4) instead

of phase relations (1).

An alternative approach to self-survey with the monostatic synthetic-aper-

ture system is to subtract the round trip phase delay from the correspond-

ing phase delay at a reference element position P for each of the transmit-
oj

ted signals in (4), thereby producing

--P " PJ - P 2/(R coslp-x )2 + (R sin% y )2

"The self-survey process consists in measuring ¢ " -;M m then minimizing

"(2). The structure of (5) is essentially the same as the structure of (1);

"it differs only in the factor 2 and in the missing cable delay *I" Thus

essentially the same computer algorithm can be used for self-.survey of the bi-

static array and the monostatic array. Note that the synthetic-aperture

QPR No. 42
.- Ao 3
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equations (5) would also apply to a real transmit-receive array if transmissions

occurred sequentially, element by element.

In the subtracted-reference version (5), it is a differential distance

from element position to point-target position that determines the phase delay

P whereas in the non-subtracted version (4) it is the absolute distance that
/9 ij

determines the phase delay Pii, Consequently, the subtracted reference ver-

sion is less sensitive to the absolute position of the point targets. That is,

if the a -riori measurements of the point-target positions and element posi-

tions are not sufficiently accurate, the conversions of the mod-2Tr measurements

of round-trip phases to true delays are ambiguous. However, the portions of

the ambiguities which are owing to the target position measurement errors are

approximately the same for all element positions. Therefore, the conversion .

of the subtracted-reference mod2ir measurement of round trip phase to a true de-

lay is much less likely to be ambiguous.

Simulation of Subtracted-Reference Synthetic-Aperture Self-Survey

The sjbtracted-reference self-survey algorithm was tested for a number of

different plear geometries, each consisting of seven elements and four point

targets. In each geometry the array elements were somewhat linear in place-

ment and the targets were grouped within a 100 field of view somewhat toward

broadside. The error-free subtracted-reference phase delay msasurements were

simulated. One of the seven elements was selected as the origin and another

was chosen as a baseline element with measured coordinates. Thus there were

eighteen equations to be solved by the Newton iteration. For each geometry
the algorithm was tested using a variety of initial guess values for the ele- ."

ment positions and point-target positions. The guess positions deviated from

the true positions by as much as twenty-five wavelengths. (However, since the .

phase delays were error e, no delay ambiguity was introduced by use of

these large initial position errors.)

For those sets of initial guesses which lead to convergence, Q converged

to within 10 within seven to eight iterations. The regions of convergence

for the array elements and the point targets had the shapes and sizes_shown

in Figure 5.2. Note that from a convergence standpoint the most stringent re-

quirement on a priori-knowledge of element position is in the direction toward

the target region; the tightest requirement on a priori knowledge of target

QPR No. 42
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IS

""/ * POINT
-K- TARGET

Ax lo 10

ay zX -5X. ~~ELEMENT i

'.I ,• A AR. < 25X

R.AJ. < -, X 2.5X,

FIGURE 5.2 REGIONS OF CONVERGENCE FOR ELDiENTS AND POINT TARGETS

position is in the cross-range direction. It appears that the a priori posi-

tion knowledge can be in error by at least one wavelength for each of the ele- v
merits and positions without affecting convergence.

"The algorithm was also tested for various geometries using simulated

phase measurements with random phase errors. In each case the geometrically

"correct positions were used as initial guess values. In all cases the algo- .

_. rithm converged withi.: two to three iterations. The tests were carried out

for phase error sets with rms values less than or equal to 0.5 rad. The rms of

the resulting errors in the element positions was less than 0.2 wavelengths

for uniformly distributed phase errors and less than 0.8 wavelengths for nor-

mally distributed phase errors. Some of the tests used the geometry of the

Valley Forge Research Center test site (shown in Figure 5.5). For this geom-

etry the element-position and point-target position errors which were intro-

"duced by the simulated phase measurement errors exhibited the patterns shown

in Figure 5.3. These error patterns ate consistent with theoretical sensitiv-

ity analysis. For the VFRC geometry and the theoretical difference phase (5)

it can be shown that

'ax1 J /..LL. : 2.16, -'s- / l-R 30 (6)

QPR No. 42
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S/ POINT
.. , T7• TARGE£T

"'•"V? POSIM)TIONI
ERROR
"PATTERN

"-"POISITION 2 < z- < 3PA&TTERN/• , ,

20< AR < 30,:,...F ,0 ý_. R~P~a- -

FIGURE 5.3 DISTRIBUTION OF SELF-SURVEY POSITION ERRORS (OWING TO PHASE
MEASURlEMENT ERROR).

Array Radiation Patterns

"After the positions of the elements are determined by self-survey, the

computed element positions can be used to compute the phase delays necessary

to cohere the array at any (near-field) point within the angular spread of the
target points used for the self-survey. Of course, for near-field focusing

the concept of a beam is not well defined. Rather we must speak of a focal

region. We present the equations for the focal patterns for both the bistatic

and the monostatic (synthetic-aperture) arrays.

Assume free space propagation, no medium or system losses, isotropic re-

flectors and omnidirectional antenna elements, with the geometry shown in
Figure 5.4. Suppose we wish to focus a bistatic receive-only array. The sig-

nals received at the elements must be individually delayed and added together.

The phase delay (relative to the reference element at the origin ) to apply

to the signal received at element i for focus at (R 0 ) is -kd By a method

similar to that used to derive the radar equation (2], it can be shown that
the bistatic near-field radiation pattern for focus at the point (R *, ) is

* exp~jk(L
-~ RCiaL ii~.- o 1 (7)

B" R N
"i-0 i
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where L and L can be expressed in terms of , R , R, p, xi, and y,.

On the other hand, suppose we wish to focus a monostatic synthetic-apert-

ure array. In order to focus the array at the point (R , ) we phase delay the

signal received at the ith position of the element by the amount -2kd 1 , relative

to the reference element position, before adding of signals across the aperture. @1
The corresponding monostatic near-field radiation pattern for focusing of the

synthetic-aperture array is'..

(; •! exp(J2k(Li-L i).""

"AWR) �1= 10 . (8)"'H"R''v"N L

•-i i-o I£

Note that the monostaLic synthetic-aperture radiation pattern (8) differs from

the bistatic receive-only radiation pattern (7) primarily in the factor 2 in

the exponents of L and Li. As a consequence, the distinctive difference be-

tween the monostatiL. pattern and the bistatic pattern is an approximate halv-

ing of the beamwidth in the synthetic aperture case.
i •": ,FOCAL ;e

(,4/) TARGET

POINT
L.• .

N' ' -

= -
d1

FIGURE 5.4 GEOMETRY FOR NEAR-FIELD FOCUSING

Experimental Self-Survey and Beamforming

Figure 5.5 shows the geometry of a monostatic synthetic-aperture experi-

"ment which was carried out at the VFRC test site. X-band (3cm) data were taken with

a single moving transmitter/receiver at 100 random positions along an approxi-

mately linear path (3]. Reflections from a region containing, corner reflectors

were received at each element position. The amplirude and phase of the return

"QPR No. 42

E-107 -!



-74-

were measured at the centers of sixteen range bins, each 9 m in length. The

field of view of the transmitter/receiver was 8*. The element positions were

measured to within approximately 1 cm. The corner reflector positions were

measured to within approximately 4 cm.

Seven element positions and four reflectors were selected for use in the

self-survey. The measured positions were used to compute element-to-reflector

distances in order to convert the mod 2v phase measurements to true phase de-

lays. One element position was selected as the reference position. For each

range bin of each of the six non-reference element positions the measured phas- -

or was rotated by subtracting the phase at the corresponding range of the ref-

erence element signal. This subtraction process produced measurements of the
subtracted-reference phase delay (5). The reference subtraction process

5 CORNER0 • REFLECTORS

ELEMENT
LOCATIONS S

FIGLRE 5. 5 GEOMETRY OF X-BAND SYNTHETIC APERTURE EXPERIMENT

should have removed any delay ambiguity that might have existed in the direct

element-to-reflector phase delays owing to the large inaccuracy in the reflec-

tor position measurementa, because the reflector posit.ion error would cause

essentially the same ambiguity error in the computed values of all the -eflec-

tor-to-element phase delays.

"The subtracteu-reference phase-delay data for the six elements and four

• reflectors %_re ,ised in the self-survey algorithm to obtain computed values of

element positions and reflector positions, using the measured positions as

initial values for the Newtun iteration. One oF the element positions was .;e-

lected as the baseline element, and consequently its coordinates were not com-

puted in the self-survey process. The computed pooitions satisfied Q < 1.45 rd"

QiQPR No. 42
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V,I

where Q is defined in (2). Thus the rms of the computed values cf the ph.se errors

(Pij Moj) is only 14*. The rms of the difference between measured element positions

and computed element positions was less than 0.6 wavelengths. Thus the computed so-

lution fits t a measured phas-! ao'-a very well, and agrees with the measured position

data to within the accuracy of the position measurements.

The 6 element positions computed via the self-survey were used with the phase

delays described in connection with the monostatic synthetic-aperture radiation pat-

"tern (8) to electronically scan the focal point of the array on a cross-range path

through one of the reflectors, by selecting from the sixteen range bins of directly- .

measured amplitude and phase data for each of the 6 element positions. The 6 ele-

ments were spread over a 22-meter aperture. Thus the far-field region was at least

10 km from the array. The scanned image of the c-: r reflector is shown in Fig.

5. 6 a. The cross-range focal width (or beamwidth) 1, ,i.7 milliradian and the r-ms

sidelobe level is -7.3 dB. Although the reflector, at 240 m range, was in the near

field, these measured beam parameters are close to those predicted for a linear
, random six-element array that is perfectly focused in the far field, namely 0.693

mrad and -7.7 dB [41. According to far-field random array theorv, the 0.4 dB dif-
ference in gain relative to sidelobe level is consistent with random phase errors

"" with rms value 17. This level of phase error Is consistent with the 140 r-ms phase

errors found during the self-survev computation. That Is, according to the toler-

ance theory for far-field self-survey equations (1], phase errors in the self-

*m survey phase measurements caubp errors in the computed positions which, in turn,

lead to phase errors during btimforming that are of the same level (14*) as phase

errors i.-, i self-i,.,-vey phase measurements. The target siRnals measured during

the imag.L,; process are preE med to contain independent phase errors of the same

* dlevel (14) as the self-survey signals. Therefore. the rms value of the sum of

the two sets of phase errors would be expected to be approximately 1'i(14*)_ 200.

, •The imaging process was repeated using the measured elemrnr positions rather
* than the element positions obtained by self-survey. The re'mjl.s are shbVn in

Figure 5.6b. Note the Qignificanc reduction in gain (or the equivalent increase

"in sidelobe level). The pai-h is down, relative to a perfectly focused array, by

1.8 dB. According trc far-field random array theory, a gain reduction of this size

is ronstitent wLtn ran" phase errors with rms valhe 37, The improved focus

, to the self-purv- , apparent.

OPR No. 4?
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075- 0.75

" z

0
63.36 6423 65.08 63.39 64.23 65.11

SCAN ANG3LE, qFROM X AXIS (CDEGREES) SCAN ANGLE, 4,FROM X AXIS (CEGREES)

U -. -._ _- __,

FIGURE 5.6 IMAGES OF CORNER REFLECTOR AT RANGE 240 m
(a) Element positions from self-survey .

(b) Measured element positions

0Figure 5.7 shows the -1 d level curve of the image of the corner reflec-

* tor obtained by perfor-ming several scans at different focal ranges using the

element positions from the self-survey. Table 5.1 shows the position of the

peak intensity in the image of Figure 5.7; it also shows the position of the

corner reflector as measured and as computed by the self-survey process. Accor-

ding to the tolerance theory for the far-field region (1], errors in measure- -
ment of the baseline element vonition and errors in the self-survey phase *j

Q14 mMI

0 de

C~44

63,36~ ~~ ~~~1 642d50 6.96•3 l1 •

LOCUS 4

FIGURE 5.7 LEVEL CURVE OF CORNER REFLECTOR IM4AGE

measurements each corrupt the computed element positions in such a way as to

cause errors in the computed reflector direction and also errors in the beam-

pointing angle during imAging.

The variations in beam pointing angle shown in Table 5.1 are in the order

of 0.3 mrad. According to the far-field tolerance theory, this. error is too

large to he caused by the 14' phase errors arising from the self-survey process.

C-: QPR No. 42
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S. The theory also shows that a 0.3 mrad pointing error is consistent with a 0.5

cm error in position of the baseline element. These numbers were verified by

computer simulation for the near-field geometry of the experiment. Thus, the

"accuracy of the target reflector location is consistent with the accuracy in

measurement of the element positions.

R

(,eters) (Radians)

Measured 235.43 1.1214

From Self-Survey 236.49 1.1208

From Image :36.49 1.1211

TABLE 5.1 CORNER REFLECTOR POS1TION

It is apparent that the self-survey process is effective with real radar

data. The array which consisted of these six elements was also used to -image

' ,"the region containing the fifth corner reflector at range 150 m (Figure 5.5).
This reflector was not used in the self-survey process; it was smaller than the

103 i other four. The intensity of the received returns was < of those from the •'

larger corner reflectors. Consequently, at the array the reflections were not !

distinguishable from the clutter. '"

The resulting image is shown in Figure 5.8. Table 5.2 shows the accuracy

i ~ of location of the reflector.

.4q

0.75

a 0.5-

I0

0
03.27 94.19 54.99

SCAN ANGLE, li, FROM X AXIS (DE"REES)

..- FIGURE 5.8 IMAGE OF WEAK CORNER REFLECTOR AT RANGE 150 m-
(UNNORMALIZED) .
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R
(Meters) (Radians)

Measured 149.47 1.1202
From Image 149.42 1.1963

TABLE 5.2 THE FIFTH CORNER REFLECTOR POSITION

The self-survey process is being repeated for a number of other sets of
6 element.i. The sets of computed positions will be used simultaneously to form

a focused beam with lower sidelobe level.

C. Nelson Dorny
Tianhu Lel
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•t8. LOSSY TRANSMISSION LINE MODEL OF A HICROSTRIP SLOT ATEINA*

Sl "HMashe Kin Liuk

Hicrostrip-fed slot antennas can be used as radiating elements of large air-
borne, or spaceborne, conformal adaptive arrays at frequencies ranging from URF

•., .> (0.5 CRz) to EHF (150 Mii). Compared to microstrip "patch" antennas they re-

quire less space, and preliminary investigations [1,2] show that they might op-
erate at wider frequency bands.

"The radiation pattern of a microstrip slot antenna had been measured and

reported in (i], and it does not differ from the pattern of conventional slot

atna

The input impedance of microstrip slot antennas has been studied in [1]

and [2], but the obtained results do not take into account the thickness of the

copper cladding and the width of the folded microstrip lines around the slot

("a" in Figure 8. 1).

An approximate method for the evaluation of the input impedance of a micro-

strip slot antenna is presented. Tho method is based on the lossy transmission

line model of slot radiators.

The upper view of a slot antenna fed by a 50 Q microstrip line is shown in

Figure 8.1.

-¢ J d

.0.

• . FIGURE 8, 1. MICROSTRIP-FED SLOT ANTENNA

The radiating slot &ad the metallic strips on both sides of the slot form a

"i o.4 *This work was supported by the Air Force Office of Scientific Research under
Grant No. AFOSR-82-0012 with funding assistance from Air Force Wright Aero-
nautical Laboratories, Wright-Patterson Air Force Base, Ohio, and Rome Air
"Development Center, Griffiss Air Force Base, NY; also by Office of Naval Re-

" search Grant No. N00014-79-C-0505 with funding assistance from Naval Air Devel-
opment Center, Warminster, PA and Naval Air Systems Comand, Washington, D. C.
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transmission line of coplanar strips (CPS) (3]. The propagation constant of

lossless coplanar strips is [4]

2n

where X is the free space wavelength, and
S" (£r + 1)/2 (2)

is the equivalent dielectric constant. The characteristic impedance of loss-

less coplanar scrips is (4]

U z - (l2.0/'•")J(m), (3)

where

J(a) ir/In (2 -+ / - ) (4)

m - b/(b + 2a). (5)

The, complex propagation constant and characteristic impedance lf lossy

CPS are

Z0  UZ,,(l - Js) 4  (6)
0 0%

y - jo(l -U ) (7)

where

s 2 ,/1+ Ws/)2  (8)00

and ct is the attenuation constant that accounts for the radiation losses of the

slot, an well as for the intrinsic losses of the CPS.

0 a r~ + Cli' (9).'
r ad +~

CL 9.2 10- [4, p.288]

The simplest way to calculate arad at near resonvAt frequencies is to as-

sups that the slot is fed by a voltage source V (e.g., coaxial cable), as shown
0

in Figure 2.

The voltage distribution on the slot is

V(z) V 0 sinh[y(d/2 - jzj)l/sinh(Yd/2), (10)

but it is possible to assume that the voltage along the slot has a conventional
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sinusoidal distribution

V(Z) - Vosin($o(d/2 - Izl)]/sin(Bod/2). (1i)

NN

I I

IIRV

dl '0i

FIGURE 8.2 CmNT-Fr SLOT ANTENNA

The poaer radiated into free space by a center-fed resonant slot with a sinus-

oidal voltage distribution is [2]

P v0I I'(0 + k) (Cin(CB + k)dJ - Cin((6 - k)d]1/8STrn (12)

where k and n are the free space propagation constant and intrinsic impedance,

respectively, and the function N

Cin(x) - 1 (I - cosu)du/u (13)
0

is tabulated in mathematical handbooks. The average power delivered to the
1 o0sy transmission lints by the voltage source in Figure 8 .2 is

-naI0. Re or (14)
Z° tanh(ydd12).2)-(.

0n°101

2 anh (c•d 12)•,'

Combining (1.5) and (12), we obtain

Z (1l+ k0)
2 -1 oCt ,d d ran• awn . Cin-(6 e + 1)1) - C C(4 - 1)1)]) (16)

or
2 -4

arad - tanh"1 (Z 4.3894 10 ). (17)
rd d 0

The slot radiator is excited by the folded microscrip lines surrounding the
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"slot. Figure 8.h3 shows one of these folded microstrip lines which excites the

upper half of the slot.

d

2

4.-0 -1

'. -. '+

Mip0 VL

* FIGURE 8.3 FOLDlED MICROSTRIP LLNE AROUNID H~ALF OF A SLOT R.ADIATOR

-~ Conventional transmission line analysis shows that the voltage and the
current of the folded microstrip line in Figure 8.3 are given by

V(X) - VL(coCBFCOd/2 -x))+j - sin[BF(d/ 2 - x)]} '
L

+ V(sinh(yx) -cog[$B(d/2 -x) ] + Ysin[0F (d/2 -x))1  C18a)
o sl~~yd!2 F 8tanh(yd/2)

2ZL
IN) - c( W2 x)]+ L uin($ (d/2 -x)]} -2X co(Fd 1  * z F -

"A cos- +(d/2 - x)

s+n Jd 21 fahyd2 -y ( uh-x in[BF(d/2 41x)) (18b)

•'~~ ~~ F• 8. FOLE siahOSd/1) Ltau•0•h ALFOFA LOTKA•.]

where Z and are the character istic impedance and propagation constant of

"the looslesh folded microstrip, y is the complex propagation constant of the

slot (see equation 6), h

QPR No. 43
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A- ZFBF(l - is)2!A - (19)
Z B [(so/0 )"1 - 1 + is] '

0 0 0

and V is the voltage across the slot at its center.
,0

Z , B , a, and s are the parameters of the coplanar strips (CPS). The

quasi-static approximation for Va yields (
.V-v,• V° - V. (20)

Tevgadinput L

The voltage and the current of the folded microstrip lines at the input refer-

ence plane (Figure 8.3) are

Vnput " VL[cos(BFd) + . !- Sin(BYd) + T]/(l + T), (2a)
L

a T - A[2coaz(BFd/2) - ysin( Fd) (21b)
F a8 tanh (y d/2)

"".insput Fd) J2 • sin(B d)

zL inpu 2ysin2 (a d/2)
+ JA L W - F - sin(B d)]1. (22)

Z7 a V ~ tanh(yd/2) F
Z b.- F

The input impedance of the radiating slot is

zinput Inputinpu 1 (23)

and is readily obtained from equations (21) - (23) for different values of the
-. "load impedance" (Figure 8.3), which is the input impedance of the stub term-

inating the slot antenna. Due to the coupling between the arms of the folded

microstrip line, design equations for its characteristic impedance (BF) and

propagation constant (ZF) will be different from the ones used for straight

. '. microstrip lines [3,41, and further research on the influence of the coupling

Is needed to find these parameters.

Input impedance and pattern tests were performed at V'FRC on a microstrip

"slot antenna of the form shown in Figure 8.4. The antenna model was mounted

on 0.062-inch, 5870 "Duroid", and was tested over the 2 to 4 Gmz frequency

range; Table 8.1 lists the Z and X inputs over this range. ,
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INPUT IMEDANC OF

-~ HICROSTRIP SLOT ANiTENNA

-G~z Z input X nu

2.0 0:57 -03

2.2 0.60 40.06
*2.3 0.63 +04.0
-2.4 0.66 +0.15
* 2.5 0.72 +0.16 SOI2.6 0.75 +0.16SLO

2.7 0.80 4-0.18
~ .2.8 0.85 +0.17

2. 0.9 +.1 MATCH 50nl
I-3.1 1.00 +0.142EE

.4 3.2 1.00 +0.10

3.3 1:07 09
%3.5 1.08 +0.12

3.6 1.11 +0.12

3.7 1.14 +0.20 FIGURE 8.4 MICROSTRIFP SLOT ANTMNA
3.8 .1.18 +0.25j 3.9 1.26 +0.32
4.0 1.43 +0.40

From these measurements and continuing investigations, this antenna appears

to be a broadband element. We measured a voltage standing wave ratio of less

I ~ than 1.5 over the range from 2.4 to 4 GB: when the microstrip slot antenna was
positioned in a matched 50-ohm line.

Moshe Kisliuk
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Appendix F: Interferetnce Cancellation
in Self-Cohering Arrays 1. INTRODUCTION

The desire to extract more information from ex-
Elimiatingisting space-time fields has led to the consideratior' of

ElmiatngReference Loop optimum array processors. Adaptive arrays are then

Phase S ift inthe obvious realization of the optimum array pro- .
Such adaptive array processors are particularly

Adaptive Arrays useful in communication systems for automatic beami
steering and interference cancellation. For such ap-
plications the least mean square (LMS) algorithm of

0 0 Widrow et al. [1) is widely used. However, the realiza-
tion of this algorithm requires a "reference signal"
121. If this signal is a perfect replica of the desired

Y. BAR4NESS. Senior Member. IEEE signal to be received, then at the array output all the
Drexel University components which are uncorrelated with the desired

signal (interference) will be suppressed. Such an ideal
reference signal is not generally available, however. If

Adaptive atem, preesens autialn Ilm Witleve iLtMt Wap,i it were available, there would be no need for a

wit ai isarmft n refeve. Opa haw bas sh - t be receiver and receiving array. To overcome this dif-
* V ambeet . ~ : ~ ~,~ ~ ficulty different approaches were used. Griffiths [31,

h~p. Adative ~ ~for example, modified the Widrow-Hoff LMS
algorithm so that a direct estimate of the cross

PV~miCIl~p IUSe~i an.S~m he.. ~~ ~rn~covariance vector of the input and the desired signal
haroaend. Thery differ to the smose of haindwers 'mpM$hy might, be used instead. In certain cases, as in the prob-
needed m well so is Me raet at wbid" subh ono limissuetmhe Ouase 1cmn of extracting signals of known statistics from
shift. ComuterW eaoa dams at.md IS t Cooper* (he tim of can. additive independent background noise, it may be
ve gec it- ofthe Iwo sirasime shown that this cross covariance vector is a function .

of only the known signal statistic3. Thus it can be ac-
curately estimated even though it is not directly
measurable. In the general case, the signal spatial or
temporal structure may be assumed; however, the
unknown signal level creates the same problem a~s with
the Widrow-Hoff algorithm.

In communication systems the reference signal can I
be obtained naturally from the array output. For this
to be possible, the desired signal mt.. differ in some
way from the interference, so that suitable processing u
of the array output can leave the desired signal un-

~ A. changed while altering or suppressing the interference.
Sv..n a condition occurs, for example, when the
desired signal is narrowband and the interference is
broadband. Also. if the signal has a spread spectrum,
then multiplying the array output by the right code
will spread the interference bandwidth, collapse the
desired signal spectrum, and provide again the condi-
lion of narrowband signal and broadband interference
141.

Mtanuscript received October 7, 9& feised~~a JjY 13. 1981. For extracting the reference signal from the array,

This work was principally iupponed by the Air Force Office of a reference channel containing RF components such
S'icn~iinc Research under Grant AFOSR-73-36U. as a bandpass filter. mixers, etc., is needed. These

Au~hr~ ddrss: ept ofECE.Dreel nivesit. ~components will introduce a phase shift of the
PA 19104. The work was done whil the author wai with the Valley rfrnesga ihrsett h ie inla
Forge Rnarch Center, Moore School of Electrial Engineering. the output of the array. This phase shift will depend
Unliversity cf Pennsylvania (on leave of absence from the School on the instantaneous frequency of the signal as well as
of Enieeig Tel Aviv University. Tel Aviv, Israel). on the characteristics of the RF components. A priori i'U

unknown frequency changes of the signal (because of
001S.9L31/az./olO0.oi Is 500.75 0 1" IEEE Doppler shift, trnnsmitter frequency error. or receiver
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___ ~~__- M

___________ O~TO~ Fig. 2. Main feedback loop for LMS algorithm realization.j

on hesysemparameters and the amount of complex-
An"~ *"W *wtt ity allowed, one scheme or the other might be used. It

_____________________________ is also shown that the output signal-to-noise ratio is
~~not affecnot by these compensating schemes. Finally,

using computer simulation, the rate of convergence of
(Aolkf SIGUM. the two schemes is compared.]

Fig. 1. Qw~uadure weighted adaptive aray. 1. REFERENCE SIGNAL EXTRACTION SCHEME

local oscillator frequency errors) will make pre- The general configuration of the narrowband
adjustments or these phase shifts impossible. adaptive array processor is shown in Fig. 1. The input

DiCarlo and Compton (5) studied the effect of a of each array element is split into in-phase and
constant phase shift in the reference signal loop for a quadrature components, resulting in 2N inputs to the

oith arquncy atw-lmnd armpliud tatn eed D ron the ircsste ror (isiga tet) Tumer eror elmnsigna te adjusts,
generalized this result to the Icas of the N-elemnent Each of these inputs x,,Q) or x.Qt) is weighted byon-adatoeeetary n ial 6 rcso Na h ubro lmnsi h ara)
array. They show that such a phase shift causes the real factor w.AZ) or wQ, respectively, and then sum-

~.arriy weights to cycle. Using a simple model based on med to produce the array output YQ). The difference
* -CW signals they showed that the array weights cycle between the array output and the reference signal dQl)

main feedback loop gain and the reference loop phase through feedback loops, the% different weiglts w11Qt),!*shift. The main effect of this cycling is that the fre: and w,0(t) so that its mean-square error eN't) is mnini-
quency of the desired signal at the array output is not mized. Using the analytic signals' representations, we
the same as that at the array input. Particularly, can write for the array output
systems using frequency modulation will be most
susceptible, since the array alters the frequency devia- WQ) -xV() wQr)()
tion. Finally, these studies showed that the frequency where wQf) is the complex %eight vector w'(:)

~ 3at which the weights cycle increased as the number o f {w,(). w2(t, ... , wN(W), wAt) - w4at) + jw,0(t), and
array elemncits increased. To overcome this difficulty xQt) is the analytic signal associaecI with the input.

they suggest a compro'r.is in the design of the The transpose is indicated by -r. Also we have
reference loop filter (this filter contributes most of the )=dt)-x)w)() I
phase shift). A highly selective bmndpass filter is
desired to eliminate as much interference from the where IeWt and d(r) are the analytic signals associated

I *reference signal as possible. However, the narrow with the error and reference signal, respectively.
filter bandwidth may cause a large phase offset. In this repr tation an algorithm must be used

*The purpose of this work is to suggest compensa- to minimize I eQt)V where the overbar stands for the
tion schemes that might be used to prevent weight expected value. This can be done by using the steepest

N.cycling and frequency distortion. First we present the descent algorithm. That is
mathematical formulation of a multielement adaptive dwQ)/dt =-kVwe)I(3

array in which the reference signal is extracted from(3
rthe array output as was done in 15, 61, and under the where Vw is the gradient with respect to w and is

same assumptions. Then to overcome the reference understood to be a complex vector whose components
* loop phase shift problem, this loop is adaptively phase are the gradients with respect to the real and imnagintary

compensated to eliminate this phase shift. Two dif- parts of w, respectively, and k is the main feedback
*ferent adaptive compensation schemes are proposed. loop gain. Following the derivation in (11 we obtain

* Both schemes annihilate the loop phase shift .,i the
* ~~~~steady state. They differ, however, in the amot~nt of d(/d= xret)(47

hardware complexity needed as well as in the rate at This is the complex LMS algorithm whose equivalent
which each one eliminates the phase shift. Depending feedback network is displayed in Fig. 2. Substituting

116 IEEE TRANSAMTONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. AE.S-18.NO. I JANUARY I9S
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All
' for eQt) from (2) we set the differenitialequation that

governs the weight vector w(ifl'

dwQ)/df + MkR%10 - 2kR.,(5

where R. - Ejx*WQ)]j) is the input coarance 6
matrix and R., - .Ejr*Q)d(f)j. For the case of a single
CW signal arriving at angle w~ to broadsicde we have'1

xQl) A A/VTP + A'Q) (6) Fit. 3. Refer-ence sigrid loop.

where N11) I n1Q), ... , rt~Q)) is the noise process
vector, P- 1 exp(-jo.), exp(-jt,2e).
exp(-japJ. Liite

=(2inL,/).) sin ip(7)

where k. is the free space wavelength at frequency w.,
and L, is the distance between the ith and the first ele-
ment. With this

Ra+~I(8) fo

where 0- Au/ZPOPY, and A is the signal amplitude.
In (8) we also used Ejn,(e)n,(t)J - e. for i =j and Fig, 4. Phase-compensated reference signal Ioop-first scheme.
zero for i 0 j Therefore (5) can be written as

Ill. PHASE-COMPENSATED REFERENCE
dwvQ)/dr + 2k(o + ci) wQt) =2kR,,. (9) SIGNAL LOOPS

When the array output YvQ) is processed to produce To cope with the problem of weight cycling due to
a reference signal [5] as in Fig. 3, then the nonzero phase sh~ift of the bandpass filter used 0~ ex-U tract the reference signal in Fig. 3, we propose to use

:..dQl) - a(P'wQt)/IPlwt) 1) ex p( -j+) .(10) phase compensation by adding a complex weight w,.
Since the bandpass filter phase shift may not be known a

where a is a constanit depending on the limiter level and priori or may even be of nonstaionary character due to
filter attenuation and + is a pha&e shift introduced by frequeicy error or modulation, w, must be adaptively
the reference loop. Notice that due to the filtering pro- controlled to follow the variation in phase shift. A similar
cess, At) in (10) is assumed noise free.' Obviously, noise I.MS algorithm might be used in controlling w,. Accord-
in the reference signal loop will have an effect on the ingjy, two different compensation schemes are proposed.
overall system performance. This effect is tiA considered The first scheme leads to a set of equations governing
in this paper. Analyzing this schaeme, DiCarli, [5) show- the main and compensating weighns which are linear in
ed that the complex weight vector fsi) com.wrges to a the amplitude of these weights, while the second scheme
limit cycle. That is, it oscillates with a radMJn frequency leads to a set of nonlinear equations. Both schemes drive
dependent upon the referenoe loop phase hift offset 4,the weight to a steady state stable point, independent of
the loop gain k. the thetrmal noise power o!, and the the filter phase shift. Therefore a total compensation of
total signal power NA/12. As a result, the frequency of this phase shift resuilts,'together with the elimnination of
the desired signal at the output is uiifted by an amount frequency shift and distortion that this phase shift was
Uha depends on these factors. Although the actual value causing. The realization of the two schemes was
of + may be small, other system parameters might be motivated by the requirement of controlling the compen-
such that the effect of the resulting freqitency translation sating weight w. so that phases in two proper points in
would be intolerable, the reference loop will be equalized. This is done by the

________natural way of using a correlation loop (multiplier and in-
'Notice that in obtaining (51. an assumption commonly made in teprator). The first scheme (Fig. 4), which might look

11141 anaalysts of adaptive array& is used. Thai is. thir weight and rather mysterious, was a direc implementation of the
signal procesus are 4indeperideni. mathematics involved in the requirement of making the

'We assumed without loss of generality iha i X) conmiwa. nlo in system equation ((30)-(33)) linear in the amsplitudes ofr'
serfemene. In fact. fth inerference teetr will only change the matixs wihsQI n .I.Tescn cee(i.6 srte
0-. Similarly. it is assumed that the reference loop filter sufric~ently weilf- Q(0and Qoi-y. Tescn cee(i.6 srt
r ilters utt the interference.sefxpatoy

BAR-NESS: ELIMINATING REFERENCE LOOP PHASE SHIFT IN ADAPTIVE ARRAYS 117
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A. First Compensation Scheme one. Therefore, there exists a constant unitary matrix
Q such that Q'OQ - A where A is a diagonal matrix.. ~~~~The reference signal loop: is depicted in Fig. 4. wt nyoenneoeeetl,
with only one nonzero element 1,~.

from which one can easily see that the reference loop Premuitiply (5) by Q and we get
weight w, is governed by

dw,(t)/dt = -2ky*(t)e,(t) ( 1) dr(t)/dt + 2k(A+ o±)r(t) = 2ktAr()/t r(t)Ar(t)II'l

where, as in (10), "law,(t) - b,w,(A)/I w,(t) I] exp(--jl+) (17)

where
,)t) - a(Pw(1)/1IPw(t)I)exp(-ji) (12) r(t) wt) (18)

-. adand we also used the fact that

"e,(t) = c,(t)w,(t) - x'(t)wt). (13)
IPw(t)I = (v2"/A)Iw(t)Ow(t)I" 1

The reference signal d(t) becomes
d(t) - yt)w,() - bhyt)wt)lIy(t)wA1) I

Similarly, (16) becomes

.- (t)1w,(t) - b~w,/alwt)I (14) dw,(t)/dr + 2kxew,(t)

where we used jIt)I - a. Using the definition of R, 2kAlr(I)i'(t)llr'(t)Ar() I'] expU÷).
we get, after substituting for yt) from (12),

R., = Ex*(t)P'w(t)/IP(r)%wl)11[aw,()
"Let r(/) j [y,(t) ... , y,,()j, then (17) and (19) can be

. - b.w,(t)/I w,(t) I exp(-jA), written as (from [61)

Using (6) and the definition of 0 we have dydt)Idi + 2koly.(t) = 0, i = 1, 2, ... , N - 1 (20)

R, = (VlTA)(0w(t)/lPwQ)lllaw,(t) dy,,(t)/dt + 2k(AN + a!)yN,()

" - b, w(t)lI w(,t) I] exp(-j+). = 2kavT. [y,,(t)/Iy,.(t)I[aw.(r)

Thus (9) becomes - b~w,(t)/ Iw,(')l] exp(-j+) (21)

. dw(t)ldt + 2k(O + oPA)w(t) = (2kVT/A) dw.t)/dt + U.aWw,(t) = 2ka VT. ,,{t) exp(j÷).

[Ow(t)/1IPw(t)IIfawt) - b,w,.(t)I I w,t)Ii (2)
Notice that in (20) we have used the fact that 1, - 0

exp( -j+). iS for i - 1.2, ... , N - 1. The solution of (20) is given

Using (13) for e,(t), (11) becomes by

"dw,()/dt = -2k,y*()[cy(t) w,(t) -x'(t)w(t)] ,- j(O) exp(-2ko4t). (23)

To solve the other system of differential equations
aid with (12) we obtain, after some algebraic
maniupulation,

"dwt)/dt - - 2k,[cawwAt) YNY) - Q(t) exp[ -je(t)] (24)

-(aVZ/A) w'(t)Ow(t)expU*)/IPw(t)ll (16) w.(1) = Q,(t)exp[-jtp(t)]. (25)
With this (21) and (22) become

where the prime stands for transpose conjitgate.
Equations (15) and (16) govern the main feedback (didO {(t) exp[-.J} + 2k(A +o:Jqt) exp(-jBQ)]

loop weight vector w(t) and the reference loop weight 2k { [ + )[
wt), respectively. = ocpf -i10 + +Q) +WQ)1}IaQ.Q) - bil

The matrix 0 is Hermitian having rank equal to (26)
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(d/dO{QQ) exptr -Miudi + 2kxralei:)

*expl -MIA1 2k~a v'1 expU(j4()J e(t). (27)

Evaluating the deirivative and multiplying through by 14
eaplie(i) gives

dQQt)/d: - j~Q~i~d6(tO/dt + 2k(AN, + o!)Q(t)

-2kvT, excp{ -j[4'(t) + 4401) j}ae,() - b,].
(28)

Similarly. evaluating the derivative and multiplying a + fl
through by exp[jij,)] produces Z~

Fig. 5. Phiase-compensated refcerence sign~al s,~$i¶ cheme, c IS ~dQJ.O/dt - jQQ)[d4,(t)/dII + 2kcalQ,([)

2k~a\1% expijI+(:) +44V)l I QQt). (29) cot[#(t) +,Ati))

Equating the real and imaginary parts of the right and [e4O) cos(+o + t~. .2kav'T. J (?) exp(2kC4 Q4T)d~j

left sides of (28) and (29) we obtain W.() sin(4o+, yo'p)

do~t)/di + 2k(A, + c!'Qf) - 2k\/T, faQQ~) - b, (36If QQt) is bounded away from zero,' then for suffi-

*cost+(') + V011 (30) ciently large r we have

W) _VW(37)
deQ)/dt + 2k,&QQ) =2kaV. QQ) cos[4(t) + 4401)

(31) in which case (30) and (31) become

QQ(odOQt)/dtl - 2kVT' sin[+4Q) + wQ)1[ae,(1 - b,1 (32) (d/di)i + e. =~1-o) 2kaVT']

gQ)[duAI)/dtl - 2k~aj/Asin['HI)+4K0le(O. (33 L Q) J 2kav,aV, -2kxcal

D~iidbig (31) by (33) and multiplying through by dyw(O/dt, rQ(O 1 [8

W WW] + 0kc -J o[0+VIKM
[doA/dlQQ -. 2k~d -- co4V)+ 44)11440dlJ For this linear system to have an asymptotically stable

or singular point, it is necessary and sufficient that the
system matrix eigenvalues have a negative real part. It

d ln[Q,(0]/di + 2kxo' -d lsin+(o) + li40 Jldi) can easily be shown that this is equivalent to the con- -

dition

(3)C(AN + 04.)/Ak 1> .(39)

* ~~~wherie we assumed that 4(t) is contam1D or~ very slow'ly 4Y Ntcthtic Vary- lcien to equal one, so that
* ~ b so 2 that d4(O/dI a 0. The soltio of (34) is gvenI by the scheme f Ih,' 4 str' ar~lified (Fig. S), then the

eigenvalues UA the n~t~y in (31) would depend on the
si[(t 4<01) -c.exp(-2k,&o~I (35) noise power o!. Pertiiculaany when o! is almost zero,

then one of th =s e;,zenvalucs will be approximately
Swhere c. - e4(C) snn[q40) + y.<0)J. Substituing the value of zero unless the loop gains are chosen to be ver laige.

*Q-0). front (35) int (33) we get This means that, depending on the noise power, the
system may become very sluggish. Furthermore, one

* ~(dys/do/sin'j4<t) + VolI can~ show that 4M = NA1/2, and therefore for a stable
h, smin it ticmesary an uf ficint to have

*(-k~a/T./c,,) vqi) it and
"This can be obtrined by choosing a nonzero finiial value for

"or)
BAR-NESS: ELIMIINATING REFERENCE LOOP PHASE SHiFr IN ADAPTIVE ARRAYS 119
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-- a
_7 7'= .:- 7,-

e(t)= A0)w,() -x'(t) w(). (46) 4'

2 The reference signal d(l) becomes

""l. d(t) - byt) w,(t)/4y(t) w,t) I

I " = b[P'Wt)/IP'w(l'I)-[w,(t)/I wO)Il exp(-j+). S

Thus

._ R. (b.V"I/A)[w(Q)/I P'w) i ][w,(t)/ w,() lI

- Fig. 6. Phase-compeuated refervice siWi loop--second scheme. and (9) becomes

c> 1/(1 + 2o/NA'). (40) dw(t)/dt + 2k(0 + o)) w(t) = (2kb,•y7/A)

Obviously c > I is sufficient for stability with any x [0w(t)/p'w(t)fl[w,(O/[ w(O 11 exp(-jf). (48) 1
~ signal-to-noise ratio. In this case et) and Q,(t) will

converge exponentially to their steady state value Using (46) in (44) gives
-' given by -

dw,/dt -2k,[Iyt)I'A,'t) ) - y'(r) x(1t) w(t)1 4I -/r(A + 9!) -AW and using (45) we get P
,..:''J [2kb1  dwt)/ld = -2k,[IA/v'T) Pw(t)I'w,(t)

- w(t)wt) exp(j+)]. (49)v'r,2ak (Aw + a.)12,a2 o0•
Using the same transformation as before we end up

,: (41)with

lim &(t) = cb, V% /[cQ.N + oQ) -A] dy,(I)/dt + 2kfy,,(t) = 0, i = 2, N - 1 (50)

- (bV71/AN)[l/(l - l/c) + 2oV/NA2 ] dyNQ)Idt + 2k(A. + o")y.vQ)
!I (42)

, r.., ~ ~~- 2kb, V'14,m Q()/ I y,(t) IJ[ w ,4t)/Ij w,(t) ll ..I.•'
lim Qt) - (bAla)/[c(k+od)-A.,. (43)

. exp(-i+) (51)
To conclude, we notice that under the condition

diwussed regarding the system parameters, the array dwA,)/dt + 2k,1,,'y,,(t)I2w,( kA •, ,,(t)l a
i main weight wQt) and reference loop weight w,(t) con-

verge to a steady-state stable value, resulting in the * exp(.j). (52)
elimination of weight cycling.

Using the polar representation of yxt) and w,(t) as in
B. Second Compemation Scheme (24) and (25), respectively, and after equating the real

and imaginary parts, we end up with
"A different reference signal loop is given in Fig. 6.

With this the reference loop weight w, is governed by dQ(t)/dt + 2k(A, + a!) Q(t) = 2kbv•T,

dw,(t)/dt = -2k,yo(t) el(t) (44) * cOS[$() + W(/)] (53)

* "> where dQ,(t)/dt + 2kA,.Q2 (t)q,(i) - 2kvA'(t)
t It

y(t) (A/ V') P'w(t) exp( -1+) (45) . cos(+(t) + WW(I) (54)
and Q(t)[d8(t)/dt] = 2kb, VT. sin([(t) + W(t)] (55)
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Q,(t)[dW()/dt= -2kA,,Q'(I) sin[ (I) + W(t)]. (56) Thus

Using steps similar to those that led to (34), we get R,(1 )/R&() : IaQ.(l)/V/X1Q(t)]

d In{Q,(t) sin[(t) + t(t)1) /dr = -2kAQ'(t) exp[2k, ac't - ,1,, fj" 1X) dj] (63)

whose solution is given by or
R,(t)l R,() ;=- [aQ,(t)/ vT., U j(t)II Q.(t)l

g,(t) smn[+(t) + W(t)] = c9 exp[-2kA, fQ •'() dfl.
(57) exp{2k,[ca' - X,, 1I Q,() 1II' t) (64)

where we used llo,',t)[l ;) o(t) for cver1 t*i' is the
Substituting for Q,4) from (57) into (56) we get

suprcmum norm. Using (53) we show in the Appendix

cot[WI) + t4(t)] - {,(0) cos(+° + W) that

+ 2k. .Q'(T) exp(2kAN.f e'( 4)dl]ldT)/ IIe,()I! • Q,(0) + bdv'Tl(k,+os). (65)

(O) sin(+. + W). (58) Therefore for t,(O) = 0 by choosing a such that

a > A,,b,/(A,, + o!.) (66)
It is obvious that the right-hand term goes to infinity,
and we have lirn 44t) = -+(i) unless Q(t) converges to
zero for finite t. In this case we get from (53) and (54) we get

lim eft) =, b, V l/(L, + o.) a2 > A. II Q,(I)I1I. (67)
FRI 

IW

Hence for c > 1, (64) becomes= (bjv'r1AN)[I/(I + 2o! INA')] (59)

lim 2.() =i. 60)R,(t)iR,(t) >• d.e,[O, Q(t)/O() exp(2k,6,t) (68)
lim QAI) = I. (60)

where 6, ;, I and d, > 0. Now from (42) and (59) we
To conclude we.ntotice that, similar to the previous have for b, = "b, (by so selecting the limiters levels),ca.se, w(/) and b,.Qt) converge to a steady-state value ~ ~ Q() hrfr ti otpoal ecp

resulting in the e~limination of weight cycling. Q1(-°) ;ý Q3(-=). Therefore it is most probable (except
possibly for a very small t) that R(t) >. R3(t) for

C. Perform-ee Compariso. almost every r ;' 0, i.e., it appears that we have a bet-
ter performance with the first scheme than with the

Comparing (59) with (42) we notice that the first second. To have (66) satisfied for any noise power o!,
scheme requires larger control weights, unless we it is sufficient to require a > b3. Obviously this condi-
make c very large. Equations (36) and (58) describe tion is sufficient, but not necessary, for the first
the promes of compensation of phase shift in scheme arrangement to perform better than the se-
reference loops of the first and second schemes, cond scheme.
respectively. They both present a nondecreasing func-
tion that diverges to infinity. If the rate of change of IV. ARRAY OUTPUT SIGNAL-TO-NOISE RATIO
one function is greater than the rate change of the
other for every 1, then the corresponding scheme is The complex envelope of the desired signal at the
preferable since it will decrease distortion in the array output is given by
desired signal output faster than the other. To check
for this we can take the derivative with respect to I of s(') = v,(1) = (A/ V7) P'wW) = (A/VT) PQIr(t)
(36) and (58), respectively, and in the steady state, by using (23)

R#() - 2k~av/ Q,(t) exp(2kcar)oQX(O) sin(40 + t l) Iim s(i) = (A/Vr) P'q,y,,(-)

(61)
RI)= 2kANýIQ) exp[2kA,,, fo Q() d•/ where q, is the last column of the matrix Q. By its

definition Q'OQ = (A'/2) QPOP" Q = A; therefore
Q,(O) sin(+.o+ tW) (62) (A/VT) q, = v--

and.
where Q,(r) and 1(Q) are the solutions of the systevi o an
equations (30) to (33), and (53) to (56), respectivey. lim s($) = y,(o) VY".

BAR.NESS: ELIMINATING REFERENCE LOOP P14ASE SHIFT IN ADAPTIVE ARRAYS 121

F-7

At



O.NIT SCO N .
*~.2 , .. 4 * '. / -I

/

C I Ib2 .IQ-]
/ ..I&Z

m/ *@J. ..-.•-/ " - ,.," ' m hr'(at

~ 2 30 40 0 4 70 SO 90 IGO

Fig. 7. Compenzaiion conmvengrce curva.

The output signal power S. y.N(o) 13A,, while the took 150 time iterations for the second scheme to
noise power is given by N, - a3y,/(ao)1 . Henc. converge.' Fig. 7 depicts te convergence curve of

S0/N -,,/. = A3 /o~.these two schemas. Notice the superiority of the first
S=scheme despite the use of parameters (b 10.

Thisis rue ndeendetly8.33) which do not satisfy the condition in (68).
Toop is tromndpensa ntly. of the way the reference Hoeethe computer result showed that other

.(, a 0(t),
* verge to their final value in a shorter time with the se-

V. COMIPUTER COMPUTATION cond scheme than with the first. With the first
scheme, for example, these parameters converge in

The system sets of (30)-33) and (53)-(56) for the 6200 time iterations, while with the second scheme, it

-- " ,o-,firs and second compe 'nsation sche rmesrespctively tok10tm"train o :I o ovread10

awwere solved using a digital computer. The array time iterations for 8(t) and sce) to converge,

"•'. ..:parametpoers use givn by ot scee wer(=I' e n 2)C hanege. ing. th dnics :e ponwer o2nce 0.01,e.o1

and 0.1) had only a small effect on the rate f con

,k = 50; k, -25; 4N - 1; a 0.01. vergence of d pa) with both schemes. It ha( slightly
-. ~.more effect on the final values of e(t) and Q,41) of the

"For the first scheme we used first scheme. It had even less effect on thes values
for the second scheme. This is in agreement with the

a - 8.33; b, - 1.6767; c - 1.2. calculated final values of (42) and (43) for the first
scheme and of (59) and (60) for the second scheme.

For the second scheme we used b, h 10. For the 3) The effect of the parameter c on the stability of
derivative operation the approximation used was the first scheme was examined. With c - 0.9. Q(I) and

. df/drt - (fm - fomes. with s. = 10. The results of Q,(t) did not converge; with c 1.1, e(t) reached very
only one set of parameters are reported here. Never, close to the final value with 7500 time iterations, and

. theless, the computations give some feeling that con- with c - 1.2, 6200 time iterations were required.
"firms the analysis. Actual system simulation of someea
real scenario, which might include desired signal VI. CONCLUSION
modu!ation, is planned in a future research and is felt Twte f t om t

"A n of the phase shift introduced by the bandpass filter
" A C tifland other RIF components in the reference signal loop.

A. Wopuaith Rsut An adaptively controlled complex weight was used for
,-. 0.l, . O=2n. 0.6767 0.4w and 1 .2. both compenaation. It was shown that this weight con-

Fothseond schemehad convergin to -. Te d.Ffrene )verges to a value that makes the total phase shift of

• derivatimes opeadtwionvteaproging atio n -+sT e diwffherstsheewencene.Wihc=.. ()an

"was in the rate of convergence. While with the first
scheme, th) converged to -4 in so time iterations, it Conth ence - 1 6 hin 0.001 of the final vawue ore .
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the reference loop zero. and therefore eliminates the REFERENCES

main loop cycling, which causes frequency distortion of

the desired signal at the array-outpui. Although the first III Widrow, B.. McCool. J., and Ball, J. (1975)
scheme requi-ed more hardware complexity, it had the The comPkex LNIS algorithm.
advantage of faster elimination of phase shift in the 11 Prwcefdmn~s (if f/hC IEEE. Apr. 1975. 63. 7I9.720-
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Distortion Estimation of SAW Time Inversion SystemBased on Delta Function Approximation

HAGIT MESSER. STUDErT MeCft, Kin, AN YEHESKEL BAR-NESS, sE•RtO umum. iiztE

4Abomwu-Tlmi aluvm•n w be obtaled ujS surfa•e acoustc wave proposed [3]. I is based on the fact that the Fourier trans-
SAW) devikm with Moo 00s h m 1 flt st"00't& Tib tiae form of a linear frequency modulated (FM) signal, which i&

let mmehod is band es dke feed that Se Pouder tra" r. of a envelope.modulated by a given time function, is (approxf-
* Unear frequmeny modelasbi (FM) sow whom envelope is mnodilated

.b Uyur a - diey hms~ond ha. (appw etdy) whe •e4av 4 b mately) the time-inverted replica of the function. The idea is

tka a lt ampliru. The dlfafm dissortdow Itemt in the method based on a certain approximated limit expression for the delta
an dbaewL Ptomelm we awe m sod to dalmuta mine of iam dlo function [41. A detailed compar4_son between the various
um wfie-- om, ba&m~i ew to te approximation used, an time inversion methods was recently published in [5].

is•' Ih uHere, a general analysis is presented for time inversion sys-upr.bonde by w2 /16•a, wh~ wine , telpl nd •
s by7 f 2ain'wdlhom we isde. mh bandw, d th e an is temns based on delta function approximation (3]. Two types

.analyi. of distorLions are shown to result-4uge distortion and delta
fnction approximation divortion-and expressions describing
them are derived. Conditions are established for the elimina•

INTRODUCTION tion of image distortion using time gating. To estimate the
-. T HE time-inveed replica of a given signal is very impor- second type of distortion, upper bounds are established on itsT tant in many signal processing applications. Using sur- time average. These bounds depend on the signal energy, the

face acoustic wave (SAW) components, Nudd er al. [1] applied squared signal bandwidth, and the filter's slope. Usiag corn-
two identical inverm chirp-transform systems to a real time sig. puter simulations, the time average of the delta function ap-
n qal and obtained an output that is the time-inverted replica of proximation distortion is computed for different values of sig-
the input. However, implementing the system using chirp de- nal bandwidth and filter dispersive slopes, and a comparison is

vices requires at leat four chirp faters. Arsenault, et al. [21 made with the calculatzd upper bounds.
N used the Fresne! transform to obtain time inversion with three

chirp filters. Recently, a new SAW time Inversion system was SYlTEM ANALYSLS

Consider the system shown in Fig. I and let

Manuscrpt receved May 15, 1981. This work was supported in part f(t) af (), t < to + T
by the Air Force Office of Scktiflc Reearch under Contract No.
AFOSR-78-3688. = O, elsewhere (1)

H. Mevw. is with the School of Enneerlfn, Tel Aviv University,
"Ra"mat-Aviv 69978, Israel m (r) = exp Urt(cj t 2;1 (t - 2r, - T1 ))]

Y. •a,-Nes is with the Valley Forp Research Cet.,r, Moore School
-'of Elctricl Enoneering, Uniersty of Patnsylvana, Phliadelphia, PA + cc, rt t 4 tj + Ts
19104, on leave ftoro the Department of Electronic Systems, School of
EnhSinerin& Tel A'riv University, Ramat.Aviv 69978, luirel. 0, elsewhere (2)

"0018-9537/81/1 100-0454$00.75 0 1981 IEEE
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9 M1MESSER AND BAiNE, S& SAW TIME INVERW1ON SYSTEM 455

% et t) Now
he" " vt,) O. {r(1) exp (±/u:t)} t r(r) exp (Ijjr 2 )

Ui f I"W exp (-jn) dr.

vThf"t-i ex p 4 i 4 1) rfr(r)

Fhig1. Block dlgnrm of system.~(,u(;))]d 9
cVt;2exp [IJ 2t1-(7 we (

c (t)= exp U(l T u(f - 2t, - T2))] where I stands for the Fourier transform. Using Parseval's
+ c t < < t t + T" formula totether with (6) and (7), the integral in (9) becomes

-0, elsewhere (3) 1

where cc •st•nds for complex conjugate, f(t) is th mnputsiga j RQf)exp ( exp (ig na
to be inverted, m (t) is the chirp modulaton signal, % c () is where R (w) is the Fourier transform of r (r). Using (8), we
the chirp fiter impulse response, respectively. wo, T'. and t . have

%i - 1.2, ame the chirp fifter's center frequencies, time disper-
stion, and minimum impulse response delay times, respectively. •{r(t) exp (±igfT)} - - exp
Notice the use of the double dspersion slope in the first chirp 4;z

filter. The plus-minua sips mean that it is possihi to have - - IIfV I .\
*fRfl). lI-lexp tja&Iu n

Seither up o0- down chirps. •.0 no p 2, ,.
S The output of the sysem x l.) is given by (10) 'I

x(r)-(f(W)-m(r))*c(t) (4)
or using the fact that

where the asterisk denotes the convolution. Substituting for // .
c(r)mndm(t)from(2)and(3),we obtain aftersome algebraic 2/> 2 e
manipulations

we have

xx(r)=exp [/(f*:tu(f- 2r2- T2))] (A(fl,) (hae n/, .

+B(12:))+cc (5) ({27xpi4* (4M)
2 ""

11-0 ý 4;'A 2 2 n! (4;1)2
ni -w÷ 2A(I-(2r. "1) 2T, + T2 9

RR(n) (in), exp t-'da . (11) dn

n2 - W, + (o2;-21 (t-(i2- 2rt)- T 2 2Tt) Finally, recognizing the last integral as the inverse Fourier :
ta n~sform, (11) yields " '

and A (w) and B(w~) are the Fourier trasforms of a () -f(t). aso,(1)yed-
exp (±j•:) and b(t))f(t)"exp (T-31t).respectively. A {r()exp (±l 2)}- 4'exp /

Iefine the unction A .o i1

g(r, u1) - 0:70 1-iep Otiur2). (6)+ 3 n- )-1)-I - r(12
2 . n! (4pr r(t 2) (2).,I

[ s Fourier transform Is iven by

(wa, &) - exp (3Iw/4p). (7) r(:I!) ( \ dt" r )!

Using Taylor srits expansion about I/Urn O, we hiave .. .d
Applying this result toA (w) and B(w), we obtain from (5)

D 4. 4) x(t) - •. cosOf(i" -

.exp •+T (•n(•,. (8) + 3"-("*'1)c~• COS =n) 02. .
,-o '-.F"1

--- .4 |

-- - - - - - - - - - - -- - - - -. -, A **-"-** =., - - - - -
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where k,&M4 It

*, ( 2 wa - w,)t; 2t(t- 2(t, +t,)- (T, +÷ T))ki: (3 -- LI

2w -w, imp

,2.- t T. L t (t - 2 (01 + t2) (TI + TO))
3 3

3 R n-1) (14) ". ..& .aL

2 FI. 2. Reladtv tiw Internis of demzed and 6maad palL

L% and

(.2T 1 +T 2  (6). Inthiscase(referto131)wehave

um..L 2 (2tr5+ z + 2a)
.. ••, ±2• • + s + Y(r(t exp W+Iu:)} exp r -

Thus, x (t) is composed of two termn The first term includes for any slowly varying functios, r(r) and large . Applying
chirp signals centered around the frequency 2w2 - wc, whose this approximation to A (@,) and B (w) in (5), x (r) will include
dispersive dsopes am 2;4 and shifted in phase by T (x/2) with onlyxQ(t) andx ) z((of(l 5 and (16), respeth ely). In the
respect to one another. The envelopes of thee chrp signals sequel, the first sum in (13), except for xd (), will be alled
ame delayed thne-inverted replicas of the input and its even delta function approximation distorrion.
derivatives. Similarly, the second term contains chirp signals
centered around the frequency (2w, - wl)/3, whose dispersive ELIMINATION OF IMAGE DISTORTION

slopes are 2u/3, and phaneshifted by ±ir/2 with respect to one Because of the difference in envelope delays of the image
another. The envelopes of these signals are delayed replicas of distortion and the desired signal, it is possible to eliminate the
the input signal and its even derivatives, which are time.scaled distortion terms by using time gating. To derive the cond&-
but not time-inverted. Notice, however, that the delay result- tions that are necessary for time gatmg, Fig. 2 depicts the
ing from the first group of signals is different from that of the timing relations between the desired and imaged signals. It
second group. Hence, the second sum ofx (r) represents a shows the case where ro - rl, namely, the input starts at the
distortion term which we call image distorrion. same time when the sampling chirp m (t) begins and lasts for a

For n - 0, the first term in (13) is the desired signal, which time not less than the sampling tsme I'. Clearly, to be able to
is given by use time gate for image elimination, we must have either

Xd(f) . os (2 .- c ), 2 (r- 2 (t.(+ r2) , +r 2T, +T2  -

*~~ 2I2J Vjud 23""" . ' + T3)• T,, 21 f 2 + - T
6 6;L

-t+2ti+t + 2T 5 +T) (15) or

Notice that forlage enoughu, terms withn 0, 0 may be r, +r: T3  w 2 -ct r 20T 1 -7 2 2 +

neglected from the finst sum in (13). Also under this condl. 2 2g 3 6 6t

tion, the image distortion terms will vanish except for the By rearranging, we have
first one: ±2A (21 + T. + TI) e w, - 2(.h

SxWr(t)-n cos [ tT 3 t(t- 2(t, + t2) or
-t214 (2t2 + "2 5 TI)> ja, '2• (

21 2ESTIMATION OF DELTA FUNCTION APPROXIMATION

, + . 2t2-4t,+ 
DiSToRTION

"" 6p 3 6 (16) Using the fact that the first term ofthe sum in %O0) is
given by

Now, If the system bandwidth (which depends on ;) is much
larger than the input signal bandwidth, then It might be possi- f R (f) e H n) dS2 r
ble to use a delta function as an approximation for g(t, g) in 2?r 2 d =

F-12
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we ha" Also, notice that

-. : /W '22

(tUsin Cauchy inequality in (2j3) we get

Aumn that the imae distortion is removed, the output I !

;. "envelope y(:) of the system in Fig. 1 can be obtained from

"0 48 M 01.46" (252 )

(20) Notice that for (25) to apply, we must have a h/16h b 1. The

i.'.•'" het•thtee bounds of (23), (24), and (25) are depicted in Fig. 3.

2T 2  W2 (21) The system of Fig. 1 was simulated on a digital computer.

,%" :The chiap filters were modeled by their impulse responses, asThus, the error (distortion) c (r) cased by the delta function in (2) and (3), the basic parameters being
•.'.i.Iapproximation is given by the second term in (20). Using tri-

" '; nlendSchwarz ~qaiis we get to = •2 =2irr(60 MHz)

angl andn Cauhyeneualtyintieswege
1(19

lrQl'- •f- -'") flJLjr =0.2 MHz//ps

j"-""T 2 T 25 uJs.
A -(.g that The input signal was of the form

envelop J of the sy i sF(i/T r+0.5gs. (2/can) , 0o b< an fr
(5) (22) = 0, elsewhere (26)

•' "Since f(t) is band-limited to w, the fist integral equals where T, T 1 T. Fig. 4 shows the input signal in the time and

w2 frn!nc domains

-(-1 The continuous signalsAT,), m (r), and c () were sampled

4nl 2/every 0.01/,us, and the sampled product of f(r) and m (r)ws

S• The second integral is the energy E of the input sina f(t). convolved with the ainpied c (r) usig fast Fourier transfonn
,_.. Hence, (22) yields .(FFT), by multiplying them in the frequency domain and

,..-,then finding the inverse, tranfonmation usig inverse fast

"1 n) \n ( Ft)
'-g No" simultion was rn four times, each with a different 1 The,

-ai ~we. three bod 1f (23) (242,),o/4, nd5) and alwiththesame nputsignl (ofbind.

•n" \'6/ V. T width w). snce B-=2uT, changingp•while keepng T (the.- chirp filter dispersive time) fixed means that the filter band-

•'ii" Equation (23) provides a mriforrn bound on the distortion of w~dth is changed. Fig. 5 depicts the input and the output of
k i. he delta function approximation, and hence it is also a bound the system for each case. The lower traces show x (r) (refer to

.- for the average distortion, c Fig. 1) while the upper trace shows m) modulated byb(ei,
"a'"which is the input to the convolving chirp filter c (Ug).

J-".- I e (rn) l dr. To calculate the amount of distortions, the output was .eT envelopendetected by finding the ieaaieum value of 25 points

MR 114F- 13
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FI 4. Simulated input signal in tirne an~d frequency domm~int.

In x (t); this was then used as the now value for the envelope different input signal, f(t) of (26) with T", (2/3) T, . The

detected output, and the procedure repeated for the next 25 error is calculated by

points, and so on. The constant delay between the input and N
output was then eliminated, and the envelope-de tected output 7=-- If(TI- k)-.v(k)l (27)
compared with the time-inverted replica of the input. This N -

was done for all the cases shown in Fig. 5 arid :epeated for a wherev y(k) is the envelope-detected desired output without AP
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U .me

I ~ Bam" tw I

OU

0 st
so

a to &04 fWI 'ka

sis

R& 6, veraperror as function of uA for ftxed w. (a) Simulation rL-
suits for wi. (b) Simulationresultsfor w7> w1. (c) CalcuLi~ted up-
per bound for w I. (d) Calculated upper bound for w2 > w1 .

OUTmoved becauase j.u is flnite. It was shown, however, that the
error caused by this distortion is upper-bounded., and the

0 4' Is 4 go 4 3 a, bound grows with w21116A. Computer simulation results were
shown to support this theory. Thus Fig. 5 shows that for fixed

TIME CMetSIw, the distortions grow with I Iu, and from Fig. 6 it can~ be
Mt S Efoct t w116 OS ~tPt dltO~lOLshown that for fixed At, the average error grows with w. Fur-

thermore, the simulated average error was shown to be
the constnt delay, with f (k) and y (k) beh4g of smie magnti- bounded by the calculated theoretica bounds.
wtud. Thus, -f reprents the avernge eirror These results mean that if an input signal of a certain time

to duration needs to be rime-inverted, the system of Fig. I Iis
II eQr)ldt satisfactory if the chirp filter's bandwidth is much lager than7.T I the bandwidth of the input signal. If such filters do not exist

or are too expensive. another time inversion sysemn can be
In lthesamrpled form. used 15). However, more chirp filters wWl be required.

Fig.6 depicts -suafunction ofmfor the two different in.
puts of bandwidths w, and w,. w.,> wl, It well as showing R.EFERzNcEs
the theoretical upper bounds on the error. calculated for the

(11 G. Rt. Nudd andO0. W. Otto,"Chirpsignalprooesing using scout.-
two ca using(23)_tic surface ways rtdces," Proc. 19 75 IEEE Vareson. Symp.. pp.

944-950.
DiscussioN AND CONCLUSION P12 D. R,. Arsnault and P Du. "SAW Frtimnel transform device, and

their applications," 1'ýoc. 1977 IEEE Lflrreson. Svmp L, Pp. 1264-
* The outpuat distortions in delta function approximation time 1270.

- Iverionsysemswer exmind. t ws sowntha th Imge (31 H. Messer, Y. Dat-Ness. and H. Gl~boa. -New SAW time inversionirivrsin " ms ere xamned Itwasshow tht te iage system," Electron. Lett., vol. 15. pp. 214-215, 1979.
distortion can be eliminated using a tirne gate cr by using a (4) A- Papoulis, S1igal Analysis. Now York: McGraw-Hil], 1977. pp.
bindpass filter It the output, with bandwidth w centered at 267-271.

- - 2w3.(51 H. Messer and Y. Bar-Ness, "Diferentrt time-inveision methods2w2 - .i, when 2 2w w~)/3 > 2/.usingSAW devices." Proc. I Ith IEEEConvention, Tel-Aviv.
The delta function approximation distortion cannot be re- Israel, 1919.
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64 Abstract

In this work we consider the use of a vari-

A popular method of performing frequency able delay line for I•Y. The correlator output is

measurement is by using the autocorrelation of filtered and fed-back to control the delay line.

the signal to be measured with a delayed (fixed This feedback cysten that mathematically resem-

delay) version of the same signal. A disadvan- bles a Frequency Modulation Feedback (flF-fB) ar-

tags of this approach is the ambiguity in the rangement enables one to obtain wideband IFP1. In

result unless the input bandwidth is limited. fact, such an arrangement might bt used as well
in other applications such as in videband F14 de-

Instead, a variable delay line controlled tection. SAW voltage controlled delay line wjill

by a feedback arrangement is proposed in this be utilized as a variable delay. The work in-

work. This approach using SAW components for cludes setting up the dyLAzIc equations of dif-

the voltage controlled delay line (VCDL) is -ferent loop filters. The phase plane represents-

shown, to provide a wide-band measurement with no tion is used to determine the sinuularit-es of

mbiguity.97stems with different feedback loop the system and to aid in combatinG the ambiguity

filters are analyzed and compared. Some com- problem. A comparison of performance with dif-

"puter simulations and experimentally set-up ferent loop filters is made by considering the

results are a'&" included, necessary limitations needed to have unambiguous
measurements, as well as by the acquisition time
"of the system, i.e. the time that it takes for

the output (measuring) voltage to get sufficiently
close to its final value.

1. Introduction It is shown that with proper selection of

Frequency measuring systems are important in the chirp filters used in the VCDL, the corres-
.any applications. One popular method of perform- 'pondence of input frequency to voltage out, ut is

1mg such measurements is to autocorrelate the umique, and hence the ambiguity problem is el-

signal to be measured with a delay version of the minsted. It is also shown that the frequency

same signal. Such a system arrangement which is measuring bandwidth, which practically equals the

depicted in figure 1 is usually termed instantan- VCDL bandwidth, is essentially large and depends

aous frequeny measurement (IFM). The output only on the chirp filter parareters.

voltage can be related to multivaluas of the in-

coming signal frequency unless the possible band- Computer simulation and experimental results

vidtb of frequencies is limited. In fact, un- support the theory.

-ambiguous measurem&nt can be obtained only if the .

input bandwidth Af is less than 1/2 where fixed delay
is the fixed delay. Furthermore, the relation be-
tweet the output voltage and the frequency to be F.1. -Vo
measured ts highly nonlinear inless further. viaco, I
rigetnction on bandwidth is imposed. A2

*i "-) " jo co. wjt
In recent years surface acoustic wave 0 "

(SAW) components were used to advantage in many Vlg.fre I Flied delay IFM" kIT." .•
different applications in communication and sig-
nal processing. One of these components wb'-h is Z2r
widely used in analog precessing is the chirp

filter (see for example 2z). A system that per- 2. System BLock Diagram and Equation

forms rhe function of a voltage controlled delay

line VCDL can be procured using a cascaded at- The block diagram of a variable delay I1I1 is

rangement of two chirp filters 13,4]. depicted in figurs 2. The VCDL is considered com-

*ThLs work is partially supported by the Air Force posed of a frequency coutrolled variable delay

Office of Scientific Research under grant No. line (FCDL) and a voltage controlled oscillator.
" AFOSR-78-3688. If the loop gain is sufficiently large or the loopAF S 8"6 8 f ilter I n l d s a pole at zero ., h sy s tem s e d

*eCurrently on leave of absence from School of En- state isncludst a point where the auocorrelaion of

gineering, Tel-Aviv University.
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hte input is close to or at zero. Particularly
"for a single tone input, the autocorrelation func- W (C),. (•÷l) -c
tion is a sine wave vwih the same frequency as the o cj 2W "
input. Using the relation between the output 1 [- n1 tW i "1. 2 k11 t
voltage v,(t) and the signal autocorrelation'3 , tan •.-(c 14 2 u (0)))
zero crossing we facilitate our frequency (G6 "
aea~urements.

and for c2k >0 we have for the steady state

ckO0 .. !. C (7)

"O" or for the output voltage

""*A~% v "-- - c1] (8) .:

. ". 71 Varicbie delay ZFM

- ... That is, the output depends inversely on the input
signal frequency with ambiguities resulting from

The VCDL characteristic is given by [4] the different possible values of n. To investigatc
the characteristics of the solution, we use the

-() C +1  C u a k v (1) phase plane representation of (5) as it is done in
0 1 2 v o figure 3. Clearly, the system will settle in the

*.,steady state at one of the stable singular points
where k is the VCO gain and c and c are con- of (7) depending on the. initial value w (0). If
stants vwhich depend on the FCk,'s chirp filter we choose the stable point corresponding to n-0 as
-parameters. The general loop equation is our desired solution we must limLit w (0) to the

ragion 0
. (c) - kFc(p) viWt) v (t-€c-C 2 k vo(t)) (2) .

or . -

(a*C }0 (t a ItFOit vi(- - r0() 3

bwhere P(p) with ptd/dt, is the Seaviside opurator
re-resenting the loop filter transfer function and 2U-

...k - represents the total loop gain. 1 -c,

"For frequency measurement we asum e v Phase plant of the lIftems dynamic equ ation
A coo w t where ft v w/2w is the input £riqueacy with pefoft i e'?dameqti
to be aiUsured. withI this (3) becomes wh perfect integrator

where ) - kr.1 (p)cos[uw(cl-c 2 wo(t))] (4) ,(

where we neglect the double frequency terms and let' (2 i
A - ,/2. Together with v. - Wo/kv, this adynamic

o.quaciou determines the transient as well as Che cur any wit
steady state components of the output mceasurement 6
voltage as a function of input frequency, W , to r - < i < 1% + (10)
be meaaured. This, obviously, depends on the
"filter transfer function F(p). In the next see-
tions we discuss in some detail the case when this where Wa is the input (radian)bandwidth and w is
filter is forced of a perfect integrator and only the center frequency of this band. The smalls-
present some result related to the cases with other region for w (0) is given from (9) by
different filter transfer functions.

..1 The Perfect Integrator Loop Case 1 L - cff c(O)<L :

.. For this case F(p) - 1/p and (4) k-coms 2'.

(t) - ki. coo ra +c 2 (t))J (5) which leads to a VCO output frequency range

"where Wo (t) -w (t)/dt. This '.e a first order 72w (12)
s.oc-linear dtffersntial eqLation, whose-solution is •o "(•+w/2)c2

-F-17



and VCO'center frequency, T In (a) (20)

V %W+M4) (13)'I. - .)1 where

This limitation on the output frequency of VCO is tan4005 wtci - 0.0250) i.lS not sufficient to obtain a unique singular stable t Can-(0.5,.icj - 0.25T)2
poin; solution, unless we assure that the Iable .
point for the extreme case with w - WC - 2 stays
-, l~hin the region ot (11). hat Is From which we notice that the acquisition time
within tdepends on the VCDL parameters c 1 and c as well

as on the loop gain k and the measured Input
S _ , < --1 3 (14) frequency wu. For any input frequency, T Is

"-- c2 2C A C1  larger when c2 and k are smaller.

"or 2.2 Other loop filtering cases

"W/ < 1 (15) We consider two additional kinds of loop"c filters in this section;

which means the input banadidth has to be limited to
less than 1002 of its center frequency. However, a. p
"the system bandwidth is limited by the VCDL band-
w iJdth which is less than 100% and (15) follows. Equatiou (4) becomes,

For a SAW voltage controlled delay line we a k1 i,2Wo
hae(4) c2  11l2iP , when pi is the chirp filter k ________ (c___________(22)

slope and, 0 t-l'c 2 k l0.(c1 +c ct))(

B " w 2T-6 (16)
"The steady state solutions of this equation are the
"seme as those of the previous case, so that the

where B is the bandwidth of the VCDL (for a con- whole discussion concerning the suitable design
- figuration with two identical chirp filters) that leads to non-ambiguous solutions applies toan 24T is he bandwidth of the chirp fitrshis case as well. Bcwever the acquisition time is-';

Substituting (12) intco (16), we obtain after some different and given by

algebraic manipulation

*I 2 + 26w(w -•T)+4•(2w-Tw )-0 (17) Te in c 2 (23)

whic- hUs a positiv solution#
S, where a as in (21).

c /(Ii-+ +W)2- a8z (18) Cos (0.2.w c1 +.45r)4
S" cs(•:)1 ' (24) '-"

provided vT + w > 2/2pn . This Is the system o.,
*;. bandwidth, whicfi is very close to the filter's aa'a

bandwidth 24T if the second term uruer the root .91

SgLn is sufficiently small.

Beside the system bandwidth, another important
parameter in designing I•M is the acquisition time.

, This wrll be defined as the time it takes the Comparing (22) with (20) we conclude the following,

syato to reach a stats where the output voltage
Sets to 902 of its final steady state value. One 1 >B a *. Ts. < 4 (26) @1
ca" show, using (5), that the time T that it takes Z o-
YOMt) to set to the value v - v (T9), Starting at
Te(0) O0, is given by op o p (27)-'

" 2(27)S7 7

1 2
I Of (9 where Ts and Te 2 are the acquisition tines of the

2 Tp" an ( • 1+ respectively. That is with the same system's..tan + ._.--
parameters and input frequency, different value

"Using (8) we have for n a 0 of a (the zero of the loop filter) can make either
of these cases have smaller acquisit ton time

F-o18



In figure 5 we draw the transient behavior of the
. b. "F(p) output voltages.

Here (4) becomes, a.
•(t) - k1 cosa(wc(C + b )))-b %(t (28) ,. - ,

The phase plane representation of this equation is 1. I1
given in figure 4. Notice that with proper choice
9f the pole b the system vlii have only one singu- o.g Trontieet Bchc,,or of -he
lar point and hence no ambiguity in the measurement Output VoDtoe ,
and there is no need for performance limitation 04
(restriction of the range of the VCO frequencies).
It is obvious that this unique singular point is a .. . .. .
stable point if and only if b is positive. LO so $0 A, 5o t

To conclude we remark that a proper combine- 4. Experimental Set Up"
tion of the previous case, as for example using

.F(p) - p + a/(p+b) can lead to a design, having no The block diagram of figure 6 yas used to
ambiuity (by proper choice of b) and satisfying examine the principal idea of this paper. Theacquisition y ime (by proper choice of a). results of the measurement done with the experi- -mental setup are summarized in figure 7.

"Tablre slatutr point h.

"di~~~iC;&LIO FL:•e~o;F• /. A v•,.,•figur Phase Pk. of Me system's dynamic 0
squt e 11* with F ( prsa 1 /9+6

3. Simulation Results low fers 1/p T "A'•

SThe following piarameters were used in the
digital simulation; .H 30 Is a

k1-1 k - I or 2.5fr Variable delay IFM taperl 4

nd a 2 0 2

0In t .bles 1 and 2 we present the r-eults of these o
simulations when the loop filters used were 1I/
and p + a/p respectively. Notice the smaller Flyr] S - se
acquisition time In the second case. p ieiimeal rosulits

TV CV

051see Te A0p55 *o o Su Lae Jusic..ede. cs, .

WLi 1! Is•ulation simulation calculated 0 80 ,0 40 10 GO

0.1 0 2 22 2.000 5. Referenes
0.1 1.0 1.87266 22 1.872676 ;1) Proceeding of th.e IEEE Specil issue on sur-
0.05 0 3.99998 38 4.000 race .coustic Wave Devices & APPlication, Moay 1976.
S0.025 0 89 69 8.000 to2 Z.C.S. Paige "Dispersive Filter#* Their do-

Lines" Sub::for~ain Prlc. Iteon ationalE Spen-

Table 1. Simulation Results with. (p)(-11p stign and Application to Pulse Compression and
caltSamicar on Component Performance and Sys-

W C OggT 9 CostemsAppliCation of Surface Acoustic Wave devi.s,,
tLondon, 1973.

(3 .. Dolat, R.C. Williamson "A continuously
01 0 252.00 VaibeDelsy Line System", Proc. 1976 Ultra-
01 1.0 1.8726 6 1.872604 sonic S-rnp. 1EEE Cat. 076 CHIi 12-5SU.

'10.025 0 4 9 (.01 T. Baz-%ess. H. Masser, "A Unified Approach
0050 8 1 13 8.00 to the Desipa of Voltcage-Con trolled SAW LMki3y

* Lines" Subni'::ed for Publication to IEEE Trans-
ATable 2. Simulation Results with F (P) (p~/1  action on Conics and Ultrasonics.
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Appendix G: Enhanced Image Quality With Sparse Arrays

8. A NULLING TECHNIQUE FOR MICROWAVE IMAGING WITH A RANDOM THINNED ARRAY.

3 3 C. Nelson Dorny Lih-Tyng Hwang

INTRODUCTION

Target Model for Microwave Imaging

Sq cMicrowave images differ from optical images. The wavelengths of light are J
much smaller than those of microwaves. Most objects are sufficiently rough at op-

S. tical wavelengths to scatter light, permitting formation of visual images of ob-

jects. At microwave wavelengths many objects have smooth surfaces which do not

scatter radiation, but reflect it quasi-specularly. An aircraft imaged by a radio

camera is an example: it contains flat surfaces such as the fuselage and some small

' " details such as windows, edges and corners on the aircraft. A microwave antenna
"sees" the fuselage only when a specular return is received. The flat surface ap-

"." pears "black" except in a narrow viewing sector. In this situation, a strong high-

P light within the image is a function of transmitter-object-receiver geometry, and

. ".., therefore does not necessarily help the user in identifying the object. The weaker

S"" signals received from the small scattering objects (if strong enough to be visible)

S tend to outline the object being viewed; their relative locations are not affected

by the geometry. They generally can provide information for object recognition.

"Since the scattering sources are weak relative to the highlights, wide dynamic range

of the target echoes becomes the first assumption in the target model. Since high-

lights tend to appear only over a very narrow angle in the image and since the scat-
I .S tering objects tend to be small and isolated, we model targets for microwave imaging

by a set of discrete point scatterer:.

Conventional Spatial Signal Processing

We have modeled a target scene by a discrete set of scatterers with wide

dynamic range. Assume the targets are in the far field of the array. Then Si

the scene function can be written as

K
s(u) - [ ak(U-uk) ()..

Y k k

S"Where u - sinO, e is the angle measured from the broadside of the antenna array,
thak is the complex strength of the k target at "angle" uk, and K is the number

of targets.

*This work is supported by the Air Force Office of Scientific Research, under
" Grant No. AFOSR-82-0012.
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FIGURE 8.1 ARRAY GEOMETRY -'

thLet x denote the position of the n element of the array as shown in Fig-

ure 8.1. The signal received at the n element can be represented as
j 2t

K -- uA~ n k
S~x (2)

k~n 1steFuirtasomo h cn ucin oiaetesee ht.

S(x )is the Fourier transform of the scene function. To image the scene, that
n

is, to estimate the magnitudes, phases and directions of the target scatterer,

the conventional approach is to take the inverse Fourier transform of the aper-

t ture distribution S(x n) as shown in Fi-,ure 8.2.

X"

ARRAY OUTPUT, IMAGE OF ,(u)

FIGURE 8.2 CONVENTIONAL SPATIAL SIGNAL PROCESSING

Assuming no noise and no element position error, the image of S(u) is,2w 2-
N J x u K -J x Uk K

s(u) N j Z e ( I are I akf (u-uk)
nol k=- k-i

K
" f(u) * k ak 6 (u-uk) (3)

QPR No. 42
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where f(u) is the array factor. The equation says that the image of s(u) is a

suumation of weighted and shifted array factors. If f(u) were a delta func-

tion, we would obtain a perfect image. Because of the finite size of the an-

tenna array, f(u) is only an approximation of the delta function; it possess-

es a mainbe-am with finite width and sidelobes. We cannot image a scene exact-

ly by using a finite size antenna array.

Random Thinned Array

The requirement of a large antenna array is imposed through the need for

"good resolution. The resolution is determined by the width of the mainbeam of

the array factor. The beamwidth is X/L, where X is the wavelength of the mi-

crowave signal and L is the size of the antenna array. Microwave wavelengths

run from about 1 to 30 cm. To achieve a beamwidth (or resolving power) of

10 rad, which is common for a camera lens, a microwave aperture -, ý to be

100 m to 3 km in size. Because of this large size, the elements L ,.

placed conformal to the terrain. We assume they are randomly placed. To

"build a filled array of this size would take 2 x 104 elements, a number which

is too large and impractical. The array must be thinned drastically. Random-

ness and thinning are two basic requirements which we impose in constructing

an antenna array for high angular resolution microwave imaging. The effect of

thinning is to increase the sidelobe level of the array.

What is the problem?

Due to drastic thinning of the array, high peak sidelobes emerge in the

array factor. Since an image consists of the sum of the mainbeam response and

"the sidelobe response of targets, if the mainbeam response of a small target

is smaller than the sidelobe response of a strong target, the small target is Pei

not distinguishable. We use the output of a random thinned array for a test

scene to illustrate this point. The characteristics of the array and the tar-

get scene are:

Array aperture size - 1000 A: resolution I mr. .1

"Number of elemsnts - 45: average sidelobe level, -17 dB; peak sidelobe
"level, -7 to -10 dB.

(Table continued)

"QPR No. 42
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a
Test Scene (4 scatterers): k

Direction (8k) Magnitude Phase

1.5 mr 0 dB-6

4.3 -3 1600

8.0 -12 35*

12.4 -38 450

The image of the scene c"l-ained via the 45-element array is shown in Figure 8.3.

dB

8mr

FIGURE 8.3 SCENE IMAGE USING 45-ELEMENT ARRA'z. (Arrows denote
magnitudes and positions of scacterers.)

dB

FIGURE 8.4 SCENE IMAGE UJSING 360-ELIZENT ARRAY.

If we estrimate the locations of the targets on the basis of the strength of the

output, the third and fourth targets will be incorrectly located. Since the

fourth target'is well below the average sidelobe level, we do not expect to be

able to observe it. The third is higher than the average sidelobe level, but
777

QPR No. 42
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is below the peak sidelobe level. We wish to observe it. Increasing the num-

ber of elements will reduce the sidelobe level of the array factor and permit
observation of the third target (Figure 3.4). But increasing the number of

elements means increasing the cost of the array. The object of this work is

"to image a wide dynamic range scene with relatively few elements.

S,"How to solve the problem

An image consists of the sum of the mainbeam response and sidelobe response

of the targets. It is the sidelobe response of a strong target that causes the

difficulty in observing a small target. If we are able to estimate the para-
meters of the strongest target, the response coming from that target can be
eliminated. We can either subtract an estimate of the array response to the

'% ~* large target from the original array output, or we can scan the mainbeam

acr",s the scene while maintaining a null in the estimated direction of the
.......ge target. Either approach provides a second image in which the sidelobe

response of the strongest target is reduced. Consequently, we would expect
the second strongest target to be prominent. By applying rhiL target elimina-

tion technique repeatedly, we are able to determine the target information

4. sequentially.

The first.method, which does target subtraction, is called the clean tech-
nique and is being developed by Jenho Tsao. The second method, which fixes a
null in the estimated target direction while scanning the mainbeam across the
"scene, we refer to as the nulling technique; it was conceived by De Yuan Ho.
We have extended his worL and are developing a theoretical analysis for the
technique. The sequential nulling technique, which is the main theme of the

proposal, is introduced in the following section.

THE SEQUENTIAL hULLING TECHNIQUE
First, the direction of the peak of the conventional array output is de-

termined. It becomes the first (strongest) estimated target direction. In

the second scan, a null is fixed in that estimated strong-target direction

while scanning the mainbeam cross the scene. The algorithm which establishes
a null in the estimated target direction and a mainbeam in the scanning direc-

tion is described in [2] and [12]. The second-s':rongest target direction is
determined from the second scan. In the third scan, two nulls -re fixed, in

the direction of the two largest targets. By performing the nulling technique
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repeatedly, a sequence of estimated target directions is determined. The

technique stops when the array output (the total energy in the remaining im-

*age) is sufficiently small to indicate that all targets have been nulled. We

* note that at each step where we estimate a target direction by finding the

* peak of the output scan, we also obtain an estimate of the magnitude end phase

of the target by taking the magnitude and phase of the output scan in that

direction. The technique is summarized in the following flow chart, Figure 8.5.

WEIGHTS PEAK PARAMETERS ON ESTIMATED CRITERION STOP

FIGURE 8. 5 FLOW CHART OF THE SEQUENTIAL NULLING ALCORIMk~ 4

Simulation Results

(a) Ideal case

Assume that there is essentially no noise in the received signals

and that the element positions are known exactly (SNR f40 dB, ae 0,

pak 0). The resulting estimates of the target parameters are:

Direction (mr) Magnitude (dB) Phase

1.44 0 -8.310

4.28 -1.5 160.340

8.06 -9.8 35.33 4

-.05 -25.0 6.940

The directions and phases of the first three ca~t are accurately determined.

The errors in estimated target directions are less than 1/20 beamwidth. By .

comparison with the true scene data (precedinh Figure 8.3) we see that the

fourth target estimate is incorrect because the summation of leakages through
the nulls is larger than the strength of the fourth target.
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(b) Realistic Cases .7

In this portion of the simulation, the effect of noise and the effect of

element position error on the nulling technique are examined. With noise in

the received signals, but no element position error (c x 0, tym 0), the re-

suIts are:
SSNR a 10 dB SNR - 0 dB True Scene

Estimated 1.44 1.46 1.5

Target 4.25 4.27 4.3
Directions .02 12.32 8.0L 12.32 7.85 12.4

The nulling technique appears to tolerate noise well. The theoretical basis
for this noise performance is given later. It is worthwhile to point out that

the nulling technique has self-correcting capability. In the SNR - 0 dB exam-

S.'- ple, the technique missed the third strongest target at the third scan, but
* ". found it in the fourth scan. A technique for differentiating between the false

and true targets has been developed by De Yuan Ho. With element position un-

certainties but essentially no noise (SNR - 40 dB), the results are:

lo x~x10A, A -0 a - 0,a -X

1.55 -. 3

Estimated 4.30 11.55
Target
Directions 7.98 3.68

(mr) .60 14.25

It is apparent that the basic nulling technique can tolerate serious element

position error in the direction perpendicular to the beam but cannot toler-

S." ate significant element position error In the direction along the beam. This

phenomenon results from the fact that a position error in the direction along

the beam causes much more phase error than does an identical position error in
the direction perpendicular to the beam.
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It is well known that in the absence of null control, the adaptive beacon

f.rming and scanning process can compensate for the phase error caused by posi-

tion error in the direction along the beam. We have implemented adaotive beacon

forming and scanning together with the nulling technique. In the flow chart of

Figure 8.5 the conventional scan is preceded by adaptive beacon forming. Then

the scanning with nulls becomes somewhat more complicated. The results of a

simulation of this implementation are shown below. This simulation uses essen-

tially no noise (SNR- 40dB) but includes serious element position error in the

beam direction.

0 x-,oA = lOX "6x "
1.44

Estimated 4.28
Target
Direction 8.06

(mr) -0.05

Initial theoretical observations concerning the adaptive beacon forming and

scanning process in the nulling context are given in the next section. We con-

clude this section with the following observations:

(1) The nulling technique can detect targets below the average sidelobe

level in the presence of noise. From the simulation results we found that the

nulling technique detected the third strongest target with strength -12 dB,

which is below the expected peak sidelobe level (-10 to -7 dB), but above the

average sidelobe level (-17 dB). We ran another simulation in which the third

target had strength -20 dB. It was correctly estimated with the same array

with signal-to-noise ratio 7 dB. The nulling technique, therefore, appears

able to image a wide dynamic range scene with relatively few elements.

(2) The technique has good noise tolerance.

(3) The technique has good element position tolerance (with ABF).

(4) Although the technique processes (and nulls) only target directions,

the target magnitudes and phases are obtained as well.

(5) The technique has self-correcting capability.

*ABF Adaptive 3eam-Forming

QPR No. 42

G-8

R" 1-.



:-" THEORETIcAL CUNSXDMRATIO4S -

We have s.en the effects of noise and element position errors on the suc-
S~cess of the nulling technique. Initial theories for these effects are present- •
I •,ed later in this section. Even in the absence of noise and element position

,.error, the accuracy of the nulling technique is affected by other system limi-

t rations. We examine them in detail in the following. Lastly, since we have

assumed that the scene consists of a collection of discrete targets, the im-

pact of the various target distributions on the applicability of the nulling

technique is discussed.

"Array output asymmetry and mainbeam imperfection .

In the initial scan, the unconstrained radiation pattern is used. In the

absence of element noise and element position error, the mainbeam of the uncon-

strained radiation pattern is symmetrical about the pointing direction, the

magnitude in the pointing direction is maximal (equal to 1), and the phase in

that direction is zero. Such a mainbeam is able to find a lone target exactly.

However, there are sidelobe responses from the otcer targets while the main-

"" beam is scanning. The sidelobe response is added to the mainbeam response,

resulting in error in target direction estimation. Therefore, in the absence

of element noise and element position error, the error in the first scan (the

.error in the first target estimate) is due entirely to array output asyuuetr y

caused by sidelobe response.

In the second scan, a null is fixed in the estimated target direction as

the mainbeam scans. Since there is a slight difference between the true tar-

get direction and the estimated target direction, leakage through the null re-

sults. This leakage is added to the mainbeam response of the second strongest
7 • target. Thus, the array output asymmetry in the second scan is caused by a

combination of tho sidelobe response and the null leakage. In the absence of

element noise and element position error, there is a third source of error in

the second scan, namely, asyimnetry of the mainbeam about the pointing direc-

"- ftion. The null-constrained radiation pattern is formed by summing several

weighted unconstrained radiation patterns, shifted to the null directions.

Because of the different weights and (probably) asymmetrical null positions

S:' with respect to the pointing direction of the mainbeam, the mainbeam of the

constrained radiation pattern will be asymmetrical about the d'esired pointing

direction. This phenomenon is pronounced when the main beam pointing direction
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is moved within one beamwidth of a null. Figure 8.6 illustrates this phenomenon.

02.

0 
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FIGURE 8.6 NULL-CONSTRAINED ARRAY PATTERNS. (Solid arrows denote pointing direc--

tions; dashed arrows denote fixed null directions. Coordinate units
are the same for all three patterns.)
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In the figure the nulls remain fixed but the desired pointing directions are

moved. Note that the magnitudes in the respective desired pointing directions

are unity, but the maxima do not occur in those directions.

For the subsequent scans, the error phenomena are essentially the same,

but the accumulation of null leakages can increase to the point that the prob-

ability of false target estimation becomes high for scenes with high dynamic

range. Of course, the true targets may still be detected on subsequent scans.

Sv-The number of nulls also has an effect on the constrained radiation pattern.1

This can be seen from Figure 8.7. When the number of degrees of freedom (number
01%
S'.'.' of elements minus number of nulls) decreases, we have less control over the
" '" shape of the constrained radiation pattern.

4 ELDJTS
poe,4vm2 2MLL3S

0 I

I.'

S@ "41 '.l.2

4 0.EME _

1.2104 a i0

G--1

•- °

S~FIGURE 8.7 NULL-CONSTRAINED RADIATION PATTERNjS '
"- ~(Coordinate units are the same as -

I I those on Figure 8.6.) •
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Noise Properties

It is shown in [3] that convention.l coherent spatial signal processing 4

with an N-element array will improve the signal-to-noise ratio of the indivi-

dual received signals by a factor of N. A single target is assumed in the

derivation. It is stated in [8] that if the array output SNR is below about 5 dB

when the beam is pointed at the weaker source, then the weak source cannot be

detected. These two theories should apply, almost unchanged, to our nulling

technique. We expect to be able to show that the SNR gain of the null-con-

strained array equals the number of degrees of freedom N-n, where M is the

number of constrained nulls. The ability to observe a weak target depends -

on the SNR of that weak source. Assuming that we are able to null the strong-

er targets perfectly, the following rule can be used to predict the capability

of the nulling technique to find the weak target:

Array SNR (weak target)

1 10 Log(N-M) + SN.(element) - Dynamic Range (of weak target) > - 5 dB

Array Relative to
Gain strongest

target

In the earlier simulation results, we are able to observe the third target,

whose amplitude is 12 dB below the strongest target, by using the 45-element

array and 3 nulls (10 log(45-3) - 16 dB) with a 0 dB element signal-to-noise

ratio (relative to the strongest target). The left-hand side of the inequality

is 16 + 0 - 12 - 4, which essentially satisfies the criterion for observation

of the weak target. We tried unsuccessfully to resolve the third target after

U reducing its amplitude to 20 dB below the strongest target with the same array

under the same SNR. This result agrees with the criterion since the left-hand

side equals 16 + 0 - 20 - -4, which is significantly smaller than 5. After we

"increased the SNR to 7 dB, we'were able to resolve the third (-20 dB) target.

*• In this case, the left-hand side equaled 16 + 7 - 20 - 3, which is close to 5.

Therefore, the detectability criterion appears to reliably predict the capabil-

ity of the nulling technique. We will develop the theoretical noise properties

for a null-controlled radiation pattern Y.o see if the form used above is correct.

"Element Position Error

It has been shown in the simulation that the adaptive beacon forming and

scanning proc•.is compensates for phase error caused by element position error
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in both the beam and cross-beam directions, even if the radiation pattern is

null-constrained. We show mathematically how the ABF process is carried out

and how it reduces the effects of position errors.

Assuming a single target with complex amplitude aT at 6T, the image pro-

duced by the conventional scanning process is

N j 1 xsine Xns iOI~~ e()- nn (a T a)

SThe term in parenthesis is the signal received at the n h element, and the pre-
21.1.-- 2x sine

multiplier e n is the weight for beacon forming at angle 8. Since the
S2 i

element position is not known exactly, the calculated weight becomes e n

where n is the estimated element position. The above expression becomes
\ ;.* 2w•2

sCO -I N e • •s -jT• xflsineT q
nn

=." "",, N- (s.,-ine sine) 2w i;(e F e J X n (a e Txnn6

S~ - aTg j[ •a-l

22

The phase error -7 Ax sine occurs as a result of the element position error."A 1n, The effect of phase error on the array output is treated in Chapter 13 of [9].

We show in the following how the effect of position error can be reduced by

N• P implementing the ABF process.

Assume a strong reflector (beacon) can be made available at angle 0b in

the vicinity of the single target. The image is then
2w -2w 2w

N J 21rXnsine j 2'1x sineT -J xnaineb)

im 7 n X in T 8
1 a(e) hi e(aT a +% ab

nal

.•,•Since the complex amplitude ab of the beacon is large compared to a", we can

ignore the target signal and measure ab and u xnsinOe accurately at each ele-
b X n b

ment. Therefore, we can form a mainbeam at eb adaptively without using the

element position. The image function can be rewritten in the form

N J L x(sin L x sine
•- ,. N~e - i. e i X 2n 2b

•o.. TX J-• XnSin~eT n xsub)

; (aT e + ab e

-P-- Nn. 4-
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The second factor on the right-hand side (RHS) is the phase adjustment neces-

sary to beamform at the beacon; these phases are direct measurements of the

ABF signal at each element. The first factor on the RHS is the phase adjust- 1

Ment required to scan the beam from 8b to e. Computation of this phase adjust-

ment requires estimates of the element positions and beacon direction. Since

the element positions are not known exactly, the scanning weight is obtained

by using the estimated element posicion, k .

We turn off the beacon while scanning the beam from e to 6 to obtain

2w nesineb j _Xfls in eb 2w sn
s(8) • e T ee

n-,1 T

N .i,-sin6 J f x(i sin6b
• .~aT• e e,

.. 2ffSThe phase error, after ABF and scanning, becomes -Ax n (sinO-sin8 b. Since 8 b,-.
is in the neighborhood of the target region, this error is greatly reduced as 0

compared with the error -f axsine which occurs without ASeF.

Similar logic applies to the image obtained via the null-constrained ra-

diacion pattern. The image obtained with a null-constrained radiation pattern

for a single target is

NJLfXsine M 2w i 2 n sineX(e) n n ( n T)
+~ B T a

where il' 629 .... M are the desired null directions and e is the scanning dir-
ection (mainbeam pointing direction). Bi, B2 ... BM, ,M+l are the complex

weights required to place nulls in directions Sl' e.• ."''aM and the unit gain

(essentially the mainbeam) in direction 6. An algorithm for calculating the

(Ba) is given in [12]. Each B is a function of {(m), e, and Nxn). B must be

updated for each scanning angle 6 even though the null directiors (Sr} and

element positions (xn} do not change during the scan. If the number of ole-

ments is much greater than the number of nulls, BM÷1 is approximately equal to

1; it is always real. 1B I is approximately the sidelobe level of the array.

We use B to indicate that these weights are calculated by using the estimated

element positions [(n} When the element positions are not known exactly,
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7."

2,-2n -nlnm 2i nlnT
N 1 N -- xnsine M J-in j-x sine

e + Bme )(aT e ~
ni (BMi

2n 27rA
i1N i-j -xn(sine -sinO) J 7 Axsine

a I ime •e

Mal ni

where we lt e e . The exronent Ax sn in the last factor is the

.', phase error.
If we have a strong reflectoc in direction , we can beamform adaptively

at eb and then scan to 6. The array output becomes

NM Ij-bAx

n1M~

Tff x sineb T xlsn
*e x ,aT e

The first factor (in square brackets' is the scanning weight for each element.

Tt~e weights are calculated from the estimated element positions (x } the de-
n

Ssired null directions {( M}, and (B M. The second factor is the phase shift
that is required to beamform at the beacon. This quantity is measured direct-

ly in the ABi process. It can be accurately measured if the beacon is a good

phase synchronizing source. The last term is the received signal. After

manipulation, again letting e M -a0, i(e) becomues -

2i 2N m-sine- ax (Sinim-sine
1+1 - 1 x xn(sinn sineT) JX b

;(e) - aT a ie
mi n-

SAfter ABF and scanning, the phase error is in Ax(sinem-t'n@b), which is great-

-~-~x 2sine nSinebNwhc i"ret

"ly reduced as com.pared with the previous phase error sine . Since b is

in the vicinity of the target, (sine--sine ) is a very small quantity; it re-
m b

"duces the effect of element position error Axn. The formulation easily ex-

tends to two- or three-dimensional arrays by carrying the yn and zn terms.

The ABF process also reduces the effect of element position errors by and 4z

-O-A
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Target Model

We have assumed that a scene is a collection of discrete targets. If

two targets are closer together than one beamwidth of the array radiation pat-

tern, the array output will have only one peak. If we put a null in that

peak direction, the null leakage will be large. Therefore, we may need ro

use a null sector instead of a point null. The feasibility of using a null

sector is under investigation.

RESEARCH PLAN

I. Theoretical Analysis. Determine the theoretical limitations to tar-
V.-

get detectability and accuracy via the nulling technique caused by:

1. The array output asymmetry owing to the sidelobe response.

2. The null leakage owing to errors in target direction estimation.

3. Mainbeam imperfection in the null-constrained radiation pattern.

4. Noise.

5. Element position errors (assuming use of adaptive beacon forming
and scanning of Lhe null-constrained radiation pattern).

1I. Practical Evaluation

1. Evaluate the processing requirements for practical implementation
of the nulling technique.

2. Test the technique on real data from the Valley Forge Research
Center.

III. Algorithm Development. To the extent possible within time limita-

tions, attempt to:

1. Incorporate into the algorithm De Yuan Ho's technique for differ-
entiating true targets from false targets. m-

2. Determine the feasibility of prescribing a null sector in order
to null two targets which are closer together than one beamwidth.

Lih-Tyng Hwang
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7. A NULLING TECHNIQUE FOR MICROWAVE IMAGING WITH A RANDOM THINNED ARRAY

C. Nelson Dorny Lih-tyng Hwang

IN'RODUCTION

Reference i1] introduced a sequential nulling technique for microwave
imagi•g with a random thinned array. The direction of the peak of the conven-
tional scanned array output is used as an estimate of the first (strongest)
"target direction. The target scene is then scanned a second time (perhaps by

-- merely reprocessing the same received data used in the first scan) while

maintaining a null in the estimated direction of the first target, thereby

locating the second-strongest target. The process is repeated until all tar-
gets are located or the noise/artifact level is reached.

Reference (1] describes the sources of error which corrupt the sequential

"imaging process. The first source of error is the error in estimated direction
of the first target owing to the sidelobe response from other targets. Thi-

article derives an estimate of that directional error. It is shown chat this
error can be expected to be in the order of 0.05 beamwidths for most scenes.

Direction Estimation Error in the First Scan

The power output of an array for a scene consisting of K point targets is

P(u) %, *uuk (1)u-k
k-1 k-i

"where u - sine, e is the angular direction relative to broadside, ak is the

complex strength of kth target, uk is direction of the kth target, and f(u) is
the unconstrained radiation pattern. The first target direction estimate

is the central peak of the array power output. That is,

P'(u) u-0 (2)

The difference Au -1 -u1 is the esa.imation error. Assuming u^ is close
to u1 , Au 1 can be explicitly expressed through the following linear approxima-

tion:
P1 ,P1

P~uu umu uou
luau 1 Au or 'u (3)

*This work is supported by the Air Force Office of Scientific Research under
Grant No. AFOSR-82-0C12, the Office of Naval Research under Grant No. NOO014-
79-C-0505, and the Army Research Office under Contract DAAC29-81-K-0O105.
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Computer simulations for specific arrays demonstrate that (3) is a good approx- ,

"imation for values of &u1 much smaller than the beamwidth. The results on the

left oi Table 7.1 are obtained by searching for the peak of the array output.

Those on the right are obtained by using (3). The scene contains tvo targets:

one at 1.5 mr (0 dB, -6° relative phase), the other at 4.3 mr (-3 dB, 160° rela-

"tive phase). The array consists of 45 identical elements randomly distributed

over a linear aperture of 1000 wavelengths. Thus the array beamwidth is 1 mr

with a peak sidelobe level of approximately -7 diB. Five different sets of ran-

dom element positions were simulated. The simulated and approximated values

of Auiare identical to within about 0.01 beamwidth or less. Thus, we conclude

p "that (3) gives a good approximation to the real estimation error. "
"Trial uI Au(simulated) Au (linear approximation)

01 1.427 or -. 073 ar -. 073 mr

2 1.528 .028 .041

3 1.399 -. 101 -. 093

4 1.377 -. 123 -. 122

5 1.41 -.09 -.106

Average
'I (1j) -. 072 mr -. 07 mr

TABLE 7.1 DIRECTION ESTIMATION ERROR Au1 FOR A SPECIFIC TWO-
TARGET SCENE

Simpijfication of the Twe,-Tar;_et Case

~ 3 For an arbitrary two-target scene (and small 4u 1 ), the analytical estimate
" (3) can be expressed

12 + N

lall lal .

i l" I- ja .

• ' '• jlail tall

W Where ak is the strength of target k, k - 1, 2, and where we define

(Cotined
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C__

2 * N

NH 2w
N (X_'-X sin( (x x (N• N

Du X (-x)2cos(k xj(u -u1 + (Cl -,a} '
ij

1 i

N N
D ~ c- 2 cos{ N2w( (5)

2 2 j ciCxxj)(7u- 1-u2)

and ak is the phase of target k, xi and xj are random element posi,,ious.

Figure 7.1 shows the ideal array output for two cargets of equal strength,

one beaidth apart. The two targets are not resolvable if they are of equal

phase. The equal phase case is the most difficult case for target location or

separation. For two targets having the same strength and same phase, the sepa-

ration required for rasolucion of the targets is about 1.5 beamwidths (Figure 5&

7.2). This observation confirms the conclusion in (2], which states that the

required separation for equal-strength sources is about 1.5 to 2 beamwidths.

There is no need, therefore, to be concerned about target estimation error Au

for equal strength targets if the target spacing is less than 2 beamwtdths.

101

2 -

-36

-4 8

S 2 358 (m,)

FIGURE 7.1 ARRAY OUTPUTS FOR TWO TARGETS OF EQUAL STRENGTH,'

1 Mrad APART. USING A 1 Mra4 BEAMWIDTH.
b b-a 2-_01 1 .0;m b-90;• b'180'.
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I,-

-48-0.A 2 3 4 . 5
,• ,) " ,UU 7.2 ARRAY OUTPUTS FOR TWO TARGETS OF EQUAL STRENGTH,

SAME PHASE, USING A 1 Mrad BEAMWIDTH.
"U 21 u -u-'O bv; (u 2 1 -1"2 bw;

"L5 ,. v; u•; -2.0 iv.•. ~u21.

iTypically, the scene (target locations, phases and strengths) and the array
(element positions) are random. Since the number of array elements is large

:. and the elements are roughly uniformly distributed, the arr-.y beam properties

closely approximate the expected properties of a random array. According to

(31, the expected value of the power pattern of a random array is identical

with the design power pattern (that of a filled array with the same aperture).

Therefore, we replace each of the quantities in (4) by its expected value with

respect to array element position. That is, we take the ensemble averages

- over element position x . These expected values are:

(cos 1L - 2 in aL
NI aE(NI2 - cosb b (N2 -N) L
12 aL

sin aL - A (1-cos aL)
N * 1(N2 -I (N2 -N) • L"2 2 a 2 L2

1D1 EIDI - . (N 2 -N)L Z (6)
1 1D- 12

" |"(Continued)
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(6) Continued

.•.DI : (D 2 ( [-L coo -L- + (1-- )sin AL1
D 1 E(D 1 aL 3&L cos b, (N2 -N)L 2

6 6 4
C(-7-2 -1)cos & at. + - sin &L]

D2  E{D 2 } - a a2L L (N2-N)L 2  (6)
2a2 L2

ZirL
where a- 2ý-(u-ul) and b *(2-ml).

E{D } is nonrandom. The expected valhes of the other terms depend upon

the two-target scene (random target spacing a and target phase difference b).

For the worst case of two targets with equal ohase (cos b - 1), Figures 7.3

and 7.4 show how the terms in the numerator and the denominator vary with the

target spacing. In the numerator, E(N 1 21 dominates, while in the denominator

2 0

-0.05 6(2

3 0

.- N2- -IL2FIGoURE 7.3 EXPECTED VALUES OF NORMALIZED TERMS IN THE ENUMERATOR

0.10-

* 4 ft- * ~** * *. o* os - - -- - - ---- {

E(O1) o

(Q2. No. L2
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E(D is dominant. Therefore 4u can be approximated (for any target phase

difference and target strength ratio, and for u in the near sidelobe region)

by

1,a21
7 0E(N 12

I.

coso -L-L L

". ,. - ,cos b (7)

where we have treated the denominator as a nonrandom value. According to the
above derivation, (7) is a good approximation to au1 if the second target

. strangth is small compared to the first target strength, or if the spacing be-

"tween two targets is larger than 2 beamwidths.

Simulation of the Two-Target Case
We check this conclusion by computer simulation. The value of Au1 vs tar-

get spacin& u21 is determined by simulation for 5 different 45-element, 1000-
K wavelength random arrays, for two different target strength ratios. Figures 7.5

and 7.6 compare the simulations (averaged over che 5 arrays) to the estimate

given by (7): (These figures are on the following page, together for comparison).

"It is clear from Figures 7.5 and 7.6 that (7) is a good approximation if the tar-

"got spacing is larger than 2 beazmidths. The approximation is even better if

the targets have unequal strengths. Equation (7) can be used to predict the Au1
for any target pair. We concentrate on the worst-case situation - equal-strength,

"equal-phase targets, separated by 2 beamwidths - (shown in Figure 7.5). Then

Aul<O.16 beao idths. This number is a bound on the possible values of Au1 as

long as the targets are not closer than 2 beamlwdths. The rme of the worst-case

target pair of Figure 7.5, taken over spacings u2 1 between 2-10 beamwidths, is

; \. 0.049 beamwidths. This number represents a reasonable estimate of Au1 if the

target spacing is not known. Computer simulations for a I000A array with 20,
.=":,'.:45, and 90 elements for u21 -2.8, 9.5, and 10 beamwidthe show that AuI is accu-

rately predicted by (7) and isnot affected by the number of elements N. Of

course, the variation in Au1 from one realization to another is Inversely pro-

"portioual to 05. For N -45 the variation in u, is in the order of 0.05 beam-

widthe. Thus, for N >100 we can ignore the variance and expect (7) to give a

-,, good estimate of Au1 .
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,,,1.5 3.5 &.5 U21 7.5 %.5

FIGURE 7.5 Au1 VS TARGET SPACING (NORMALIZED) FOR TWO EQUAL-STRENGTH,
EQOAL-PHASE TARGETS. (SOLID CURVE DENOTES APPROXIMATION (7);

X DENOTES AVERAGE OF SIMULATIONS.)

°-

•.-~~-U oo -""

VL

TARGETS (ONE 0 dB, THE OTHER -20 dB). SOLID CURVE DE- r

NOTES APPROXIMATION (7); X DENOTES AVERAGE OF SIMULATIONS.) -

Multiple Targets

The three-target version of (4) has also been derived, and the correspond-

ing curves equivalent to Figures 7.3 and 7.4 computed. The.se curves demon- r

utrate that for each additional target an additional numerator term equivalent .

to N must be included in (7). The denominator is still dominated by the
12

constant term D All other terms can be neglected. This c .nclusion applies
V

in all cases except a specific periodic placement of many identical targets.

The component of the estimation error u1 corresponding to each target

will depend on the separation from the first target in the manner illustrated

ii' Figures 7.5 and 7.6. Thus the component owing to the third target may

either add to or subtract from the component owing to the second target. In

QPR No. 43
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general, for H point targets of equal strength and phase, random positioning

of the targets should result in an rms value of 4u 1 which is rK.-1 times the

value shown in (7). For most target scenes normal variation in target strength

f. will lead to lover estimation errors. Thus we would expect 0.05 AM-i beam-

widths to be a conservative estimate of 4u in the aultitarget case.

.Y

"We have shown that the effect of the sidelobe response on the direction

estimation error in the first scan of the sequential nulling technique depends

on the number of targets, target phase differences, target strengths and car-

- get spacings, but normally does not depend on array element placement. A quan-

titative expression for the estimation error has been derived and a practical,

simplified, approximate expression has been obtained. For two equal-strength

targets separateo by more than 2 beamuidths, the worst possible estimation

S• error is 0.16 beanmrdths, and the rum (over target spacing) for the worst-

case target pair is approximately 0.05 beamvidths. Additional targets of

equal strength (again the worst case), will cause a total estimation error "a

AU. of pproximately 0.05 -1 b ths, where M is the number of targets.

U Lih-yng lHwang

t.:-..
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Sidelobe Reduction of Random Arrays by Element Position and Frequency
Diversity

BERNARD D. STEINBERG, FELLOW. IEEE. ANo ELSAYED H. ATTIA, STUDENT MEMBsER. IEEE

Abitraci-The high s~elabesof randoms.thinned arrays can be wduced image to image provided that the element positions are altered
through The us of diversity techniquers. Elemefis position diversity and or the operating frequency is changed. The true components
frequency diversity are cofsidered Is this paper. Image artifac's due to of the image, those associated with mawn-lobe response, do not
the high sidelobes change their locations from lunage to image "~hen th.
*Ilement pesiautom ate saltred or the operating frequency Is canged. change under either diversity scheme. IHence. suprttmposing or
SaporlnoitoI or averaging Images tends to build upi stable. corc averaging such images tends to build up stable, correct portions
portion of ana Image while reducing, by smoothing. bhe image artifacts, of the image while reducing, by smoothing, the intage artifacts.
In principle. all tb. aidelobe creaws can be reduced to the average back- Elemcnt position diversity can he applied in any array problem
ground level add all the troughs in the side radiation pattern Will rise to in which the antenna elements are on separate platforms or
Ibis level. The theory, supporthd by simulation experiments. Indicates
that d"a position diermitly reduces the aldetobe level by . to I III dB, vehicles which have Independent motions. One example is a

depending upon amiry sine. Higher order position diversity reduces the random field of sonobuoys freely drifting in the ocean. The
aidelobe level several dS further. Under frequency diversity ItIsf.ound geometry of the sonobuoy field varies with time. Successive

'..-j that when Q. the reciprociall of the (ravliomal bandwidth. is less than the images formed from the outputs of such a system at intirals31
array size L/IX easured in saits of wavelength I.tbe peak sidelobe power of tinme exc;eeding the correlation time of the array geometry
level Is approximately N - inQ, whlereN i the numberaorarray elements.
For larger vaisseofQ. theloval asymptotefsaprtoxhimately toV- IWLIXi. will exhibit image artifacts due to the high sidelobes in different

locations. Noncohetently averaging such successive images wou'd
I. INRODUTIONbe useful. Another illustration is a huge radar phased array

deployed on many ships in a task force. The individa eevn
IVERSITY techniques are proven tools for enhancement elements would be placed on different ships. One ship would

i-ot stable components of signals or images in a stochastic carry the transmitter.
background. Required is some parameter (space, time, frequency, Two separate questions are important to a designer. The first
polarization, etc.) in which the undesired signal component question is how valuable is it to change thesystem design, which
becomes decorrelated through vaui~ation of the parameter. Space always is a costly process, from one without diversity to one

divesit upn reepton as ntrouce ealy n HFrado crn- which permits the introduction of diversity techniques. If t~ie
n'unication to reduce the effect of random signal fading (IJ answer to thle first question indicates sufficient value to ajter
Angl' diversity has proven useful in tropospheric scatter com* the system to accommodate diversity, the second question is
muntication (2). Frequency and polarization diversity also are how much diversity should be included.
useful [31. Even the integration of successive radar echoes in This paper places the subject on a quantitative basis. A theory

bacgrond f nls.or imevayin cltte isa tmpoal is derived for the reduction of ihe peak sidelobe of a thinned.
form of dlv.arsity 141. More recently. RF phase diversity has random array as a function of the number 11 of independent

been found indispensable in obtaining stable maximum entropy rearrangements of N antenna elements, with the individual
images [5] . radiation patterns averaged incoherently. Two different theoreti-

The high sldelobes of randim, thinned arrays can be reduced cal techniques are used. First, because of the knowr (Rayleigh)
through the use of diversity techniques. Element position diver, shape of the probability density function (pdf) of random sam
silty and frequency diversity are examined in this paper. The side plies of the amplitude of the side radiation pattern, the effemct'
radiation pattern of such an array is a random proccis whose of smoothing two such samples upon the peak sidelobe levelf

pea leelscaneasly e 1 dBh~ger hanitsaveage[6] [7 . (PSL) is calculated. Next, it is recognized that the pdlf of the
The specific locations of the high sidelobes depend upon the average of several independent variates tends towaid the Gaussian.-

* sp~feqency. loc iations of theanea elements oandteoirtn distribution. Thus averaging or superimposing many images
freueny. aritio o th elmen loatons or operating changes the amplitude distribution fromn Rayleigh to approxi.

frequency does not alter the average sidelobe level nor the remain- mately Gaussian. Upward. and downward-blased asiMnptotic
ing; statistics of the side radiation pattern; it does, however, alter stitcaetitosfthpakrealutd.Cm trsmu-

he sdelbe ocatona Heceimag arifats ue t hih sde- tion experiments verify both parts of the theory.
lobes in a large imaging array will change their locations from Both coherent and noncoherent combining of the frequency

components of a wide-band source can be used to achieve fre.
Mantuscript recer,'ed September 20, 1982; rcviacd June 3, 1983. m'is quency diversity. Coherent combining results when a wide

Work was supported by the U.S. Army Resea-rch OMce under Contract bandwidth signal is radiated. In noncohcrent combining the signal
0AAC2941-K.01O5, by the Office of Nc.vst Reiearch under Contract constituents are separately radiated, each producing Its own
NW014.79-C.0505. arid by the Air arter office of Scientific Rc-eatch radiation pattern and the resulting power patterns ayeraged.
under Grant AFO;R-78.36B8.

The authors atre with the VWiley Forge Research Center. Moore School While the behavior of the peak sidelobe-level is found to be
of Electrical Eingineering. U~niversuty or Pennsylvania, Philadelphia. ?A similar in both cases, coherent combining reduces the average
19104. sidelobe level In the far sidelobe region as well.
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(71, (111

SN sin (ruL/X)
E{a(u)) - N sinc (uL/X.) (3)ffuL/X

and

E(b(u)) = .(4)

7,' The processes a(u) and b(u), for a given value of u, are sums
., ',IIof NV inditendent, identically distributed random variables.

S ••When N is large, the central limit theorem justifies approximnting

-L/2 L/2 a(u) and b(u) as Gaussian random variables' The mean of a(u),
as given by (3), is approximately zero for u greater than a ftw
beamwidths (the nominal bearnwidth is X/L). Furthermore, for

Fi. 1. Geometry of the random uny. imaging problems in which high angular resolution is demanded,

X/L 4t 1. Thus in most of the sidelobe region, the two orthogonal

II. BASIC THEORY OF RANDOM ARRAYS components of Flu) are approximately zero-mean wide sense

stationary Gaussian random processes. For a given u. the magni.
Consider the geometry shown in Fig. 1 where a linear array tude of F(u) is known to be Rayleigh distributed [12]. Let us

is formed by distributing N isotropic elements at random over denote the magnitude pattern as A(u) A I Flu) 1. The probability
"the aperture length.1,2 We limit ourselves here to the case where density function of A will be given by (6] , [7)

e all the elements have identical monochromatic excitations.
Although generalizations ate possible, the details become some. p(A) - exp (-A 2/N). (5)

what more involved. Within an unimportant constant of propor-
" " t.onality, the resulting complex amplitude of the far field in a It follows that the mean square value ý2, which is the average

direction making an angle 0 with broadside can be written as sidelobe power level, is N. The average A which2. Hence, the
(7) variance is a2 =V - MI =,( - f/4).

F(e) I JkZesi9ne (1) Ill. DUAL POSITION DIVERSITY

A-1 Given two independent random arrays of the same length

where k = 2n/) is the wavenumber associated with the wave. L and having N elements each, the incoherently averaged side

S length X and x. is the nth element position which is chosen radiation pattern is A(u) = l21(Al(u) + A2(u)] where A/(u)

according to some probability density function covering the and A2 (u) are the component magnitude patterns. We define

interval [-L/2, L121 where L is the array length. the peak sidelobe tolerafnce Ao as that sidelobe level which will

Defining u ; sine, (1) can be rewritten a not be exceeded in more than some prespecified fraction of

N N N array designs. The probability that a single sample of the random

F(u) - I e/X"V A 2. cos (kx u) + /I sin (kx u) process A(u) does not exceed Ao is given by

,Pr AL +2 4A01Y

'"aa(u)+ lb(u). (2) 2 2 -o ,o

Note that u ii defined over the interval [-1, 11. It follows also (6)

that IF(-u)l - lFlu)I. Therefore, it is sufficient to consider where yi = At/2, y2  A2/2 andp(y-,y2) is the joint pdfof

the radiation pattern Fu) only over the Interval 10, 11. the two random variables Yt and Y2. Since the element locations

The radiation pattern Flu), as given by (2). is a complex of each array are assumed to be chosen independently,y, an'.

I ,,• random process. For the special case where element locations are" '• ndepndet an unformy dauibted3ove theintrvtlE-L 2, YAre independent random variables. Furthermore, each of

"independent and uniformly disixibuted3 over the interval (L/2. them is Rayleigh distributed with mean square value of N14.

* " L/21. the expected values of the proceses a(u) and b(u) are Thus (6)becomes

. I Mutual coupUng isectudeL Realistic radiators exhibit nonlotroplc Pr (A < Ao [ ( NY 4 Ie

"radiation patternss which atr not Idenlcal, and which experience mutual /0 JO N14

"coupling between thnmslves as wel as to the local envkonment. The of-

facts of these phenomena ar beyond the sope of the pape, The interested )2 - • I
S reade is referred to (7] for discussions of thene topics as they pertain to dy -dy: --

"random, thinned a oayg. tN/4

-'2 Another deviation frmpractical doiginthspaishemplii
61111uimpUon that the antenna elements may be arbitrary close to each
otbhe. AS S practical matter. if two randomly chosen antenna locatlor.s are -( J ) 0 ()
s [1 paced by less than the physical size of an antenna element, one of the

positions may be elUilinated and a new one selected. Provided thai the Equation (7) gives the probability that an arbitrary sample
antenna Is very lauge compared to element size, the effect on the statistics of the averaged dd radiation pattern does not exceed Ao. We

*.. of the proce can be Isored.
3 The uniform distribution it the most common distribution ofelem.nt are interested in calculating the probability that no such sample

positions of random arrays171. will exceed this level- the result of this calculation is the con.
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fidence level that accompanies the specification of Ao, To do TABLE I
this we flrst sample, conceptually, the side pattern n times at IMPROVEMENT IN PEAK SIDELOBE LEVEL DUE TO DUAL
the minimum interval in u that assures that the samples are DIVERPSTY (0- 0.9)

independent. The probability is calculated that none of the n L/ o *o so' sos
independent samples exceeds A 0 . The estimate that is obtained .5 I l2.76

is downward biased because, with unity probability, the largest 3,.561 .86 1.16 11.61 1.76

sample falls somewhat below the crest of the largest sidelobe. a, 3.01 ,.2s s.66 6as.66 7.86
For n Independent samples 101.o ,1/,4 1.6 2.08 2.241 .36 2.4.

[ Orn(Pr(A <Ao)" (8),-

is the probability that none exceeds Ao. From (7) and (8) we get of diversity. In the original theory the peak sidelobe level A was

I1 -In. 41-402 + .,6 i e-8 25 erf(,f/f') (9) normalized to the average sidelobe power level, forming theesimantot B - A2'/N (61. Following diversity combining N is.-"

Where B2 - A 1.This quantity is an estimate of the peak side- esiao iiitN(j.Floigdiest omiigNi
wh A/N. qnno longer the average sidelobe power level and, therefore. B
lobe power level, at a level of confidence 0. normalized to the loses some of its physical significance. In the following section.
-number of array elements N. Note that .N no longer represents we employ two new estimators. BL(M) - B,,4,N - A2o,',V 2 is a
the average power level of the resulting side radiation pattern. downward-bijsed estimator for the peak sidelobe normalized to
The average power level has dropped to (n/i + i12) N due to the power of the maui beam (u = 0). The subscript L (for lower)

Saverag~ing, indicates that the estimator is biased downward, while M is the
The number of independent samples n of the side radiation order of diversity. BH(M), similarly defined (H is for higher).

pattern for the case of a single random array steered to broad. is an upward-biased estunator, It 15 seen below that the estima-
side is given by the array parameter n - L/X [6], 171 . It is clear tors are very close to each other and that the results of simula-
that this number will remain the same after the averaging of lion experiments fall between them. V.
two independent patterns. For given values of L/X and 0, (9)
can be solved numerically for B2. In most practical situations IV. HIGHER ORDER POSITION DIVERSITY
where high angular resolution is required ar.d a high confidence
level is specified, values of n and 0 are such that B2 > 2 (e.g.. After M-fold averaging of independent side radiation patterns.

for LiA - 100 and 0 - 0.9, B% - 4.25). Thus err (•Vý9) a! the amplitude ditributio, changes from Rayleigh to approxi.

and (9) can be simplifIed to matery Gaussian (At > 5). The average values of the two distribu.
tions are the same (A - vA•t), while the variance becomes

( -0 I(m=- = - (i-F/4). (14)

which can be solved numerically for 82.

A downwud-biased estimator for the peak-sidelobe power Hence, the resulting pdf takes the form ..

normalized to the number of a&ry elements was derived in(.
[6] for the case of a single array (without diversity, which pM(A) a Cxp (' If > 5 (15)
can be called diversity of order one). That quantity was denoted e 2o)

by B. Here, In the context of diversity, we will identify BI with
B. Thus, BI Is given by [6] where A denotes the ,t-fold averaged magnitude of the side

radiation pattern. This is depicted in Fig. 2, along with the r.'igi.B I --- in (I -•j 0I/). (11) hal Rayleigh distribution.

The bottom tow of Table I shows the ratio B8/B2 in decibels We follow a strategy similar to that developed in the preceding

as a function of array length for a value of the confidence level section. We define A0 as the peak sidelobe tolerance at a certain

0-0.9. confidence level.

Table I shows that an improvement of 2-2.5 dB In the peak Let a be defined as

aidelobe response due to dual Incoherent element position diver-
sity Is possible. This is quite significant since the improvement a - Pr (A >A 0 ) p,Js(A)dA'
in peak sidelobe level due to doubling the number of elements A0

in a single array is just 3 dB. A I'urther insight into (10) can be
gained ifwe use (11)to rewrite (10) si e 2. o Lir .A

B 2 - B +I niln 2' + In B8 . (12) arm

We note that the term 1/4 In B, is always the order of 0.5. Thus r A0 -A, (16

(12) becomes ((

B2 BI + 1. (13)
Equation (16) gives the probability that an arbitrary sample of

Equation (13) says that the Improvement due to dual diversity the average side radiation pattern exceeds the specified peak A
asymptotically approaches 3 dB as B1 increases due to an in- sidelohe A0 . The complement of (16), I - a, is the probability
crease In L/X. 0 or both. that such a sample is less than A 0 . Once more. we sample, con-

In the following section the theory is extended tohigher orders ceptually, the side radiation pattern at the minimum interval
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" • 0 Z42 4 5 CO fTER S W*LA 11OM tEXP ,R W NTS

T- ?.0RIElIC ESTIMATORS

.20 - T- •dTPO.ATED VALUES

16

'2. " ° - a.

A AL A "
Fl& . Probability 4.ntity Lanction befort (p(A)) and after (pMW(A)) j

averavzs. os

in u for which the samples are independent. For n such samples I 1 a
--7 004t

OMI4"ct1I'e ( Ao-AI0(-)"n[1 eoo.~-/
is the probability that none exceeds Ao. Once more. for large 0. z 6 0

a necessary condition for satisfactory system design a 4 1. which Fis. 3. Peak sidelobe to main lobe power ratio (N - 20. 3 * 0.9. /LI.
implies that we can use the approximate expression 10), asa function of diversity order M1.

. eric (W) -'- for x 0. 1. In order to check the validity of (10). (20). and (21). corn-
-.Xv puter simulation experiments were carrie I out in which a set of

Thus we obtain 1000 random arrays was formed by generating independent
*_ random numbers to represent element positions uniformly

distributed throughout the aperture length. In order to get a
fairly thinned array, values of N = 20 and L/I = 100 were used.

where Stationarity was assumed, and side radiation patterns were cal.
culated on a small interval in u space. Since stationarity is in-

b--(17) creasingly more valid further from the origin, the interval [0.9,
2 2•m 1.01 was chosen. For each value ofM e (1, 101, 100 experiments

and hence were conducted in each of which a different group of M magni-
• "] tude patterns (computed in the interval 10.9. 1.01) were averaged

and the peak sidelobe found. Empirical cumulative distribution-
functions of the peak sidelobe level were formed from each set

Solving for b of 100 data points. Points in Fig. 3 represent the normalized

b + -- In b - -in 2Vrw(1 - In) (18) level which exceeded the peak sidelobe level of 90 percent
"0 = 0.9) of the experiments as a function of M. Solid curves in

where n remains L/A. Equation (18) is solved numerically for b Fig. 3 represent theoretical estimates given by (10), (20) and
forgiven values of and L/. From (14) and (17) (21). calculated for this value of 0 - 0.9. In (42), an interval

-- 2 o +-) length I - 0.1 was assumed, while in (i8). we took n - O.IL/X.
•M(A 2bAA (19) This makes Fig. 3 correspond to an array of equivalent length

2(1 -- */4)N L, - 10 X. We see that all the experimental values fall between 'N

N Solving (19) for A I/N2  Bq and BL, in good agreement with the theories that led to both
of them.

A I I*t ,Vifr(-- +T (2 ff12)b Fig. 4 shows BL as a function of diversity order M with L/XI).IV + (2 0 ) . .
N14 VT M as a parameter. Note that these curves become practically in-

distinguishable with large M, unlike the situation without diver.
Equation (20) is one of the main results of this section. sty combining. This means that with a fixed number of arrayBL,"is az downwaid-Wased estimator of the peak sidelobe to main iycmnng.Tsmetthtwhafxdnubroary

isbe aownwatdioase esfuntiaor of theersi akorder b to m elements, element position diversity permits thinning the aperture
lobe power ratio as a function of diversity order M. significantly by increasing array length and thereby improving its

rsvIn Appendix I, we calculate an asymptotic upwardbiasedesponse
estimator of the peak sidelobe to main lobe power ratio. The appresolng p
calculations ai based upon the theory of level crossings ofcdcu~tio arebueduponthetheoy ofleve cro~dni of Fig. 5 shows the improvement in the peak sidelobe level per "'.
random processes and yield the second main result of this sec- Fig.lin show the improveen int pakuesof leve "er
tion: doubling of (he diversity order M for different values of LIN.

IM -I sR 2-- /2)b" (2 -12)b' V. PRINCIPLES OF FREQUENCY DIVERSITY
AN I + + + M (21) There Is a. basic difference between frequency diversity and

element postiton diversity in the manners in which they influence
where b' is calculated differently (see Appendix 1). the Images. In the latter case, radiation patterns formed from

G-29
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6% mental computer simulations validate the asymptolic theories.
07 o Neither theory, however, predicts a peculiar overshoot-under.

shoot characteristic which exists in the transition region.
Both coherent and noncoherent combinig of the frequency

components of a wide-band source can be used to achieve I're- •
I quency diversity. Coherent comoining results when a wide

- Y bandwidth signal is radiated. In noncoherent combining the
signal constituents are separately radiated, each producing its

"4 40 own radiation pattern, and the resulting power patterns averaged.
'0j \Frequency hopping is an example of noncoher.nt frequency

diversity. Notwithstanding the intrinsic difference between them, -

their effects upon the high sidelobes prove to be essentially the
:-• •J,,,,, • " ' ""same. The peak-to-average sidelobe power-level ratio, of a one- -
r•,•_, 0 • .. '"•'•". "'.-dimensional random array is approximately In n plus a small

additive term. The array parameter n of a random array is

aUn )(I +I o1)hereuo= sm 0,- I0 nd 0isthebeamtseering
angje measured from the normal to the array (61, [7) .iL/" is the

"order of the number of sidelobes when the radiation is monochro-
4 U 64 mrie and the elements are isotropic. Except for the first few .^

"%I• Fig. 4. Downwara-biund es(unate of the peak sidelobe to mar lobe sidelobes. the statistics of the sidelobes are the same everywhere
power ratio as a function eldivery ordei.lftN 20. 0.9). in the pattern. L IN is approximately the number of independent

"locations in the side radiation pattern at which the peak sidelobe

a 4"1 can Occur.

"". Bandwidth reduces the number of likely locations of the peak.
SS•. The radiation patterns of A random array at two different w3ve-

"lengths X,, X2 will have identical shapes but their abscissa scales
,- - " " " (~o~h1(differ by the factor A]/N ,. Since the abscissa scale of the radia- "

tion pattern is linear with frequency, the radiation patterns
-- ca6cA=rro become progressively different at angles away from the main lobe.

If radiation patterns having these characteristics are averaged,
' ,sthe near portion would remain unchanged while in the distant* '". sidelobe region, peaks would reduce and the valleys would fill

"in. The largest sidelobe, therefore, would, after averaging, most
". •.-...• , likely fall in the near-sidelobe region. By reducing the extent of

"-, --, • .the visible region in which the iargest sidelobe is likely to occur.
*" -J "-->• the effective a-ray parameter n is also reduced. Since the peak

.- sidelobe is approxumitely proportional to In ri, the sidelobe level
i .is also reduced.

An initial estimate of the extent of the reduction in the array
paramrter is made by calculating the number of lobes of the

I". radiation pattern which occur before the two patterns have
_ a "6 U V slipped by the order of one-half to one lobe. Because sidelobes

Fil. S. Improvement in peak siddlobe level per doubting or diversity are nominally spaced by one beamwidth, the pth sidelobe at ,
".-erdes (50.9). XI occurs approximately at angle pl/L. At the same angle the

sidelobe number at X• - is (pXi/L)/(Xz/L) =
different sets of element positions drawn from the same statistics The angle up at which the number of lobes at X, and X2 "
"have nearly identical main lobes and first few sidelobes (depend- differ by, say, 1/2 or I defines the transition between the por-

ing on the number of elements and the amplitude or density tions of the radiation patterns which are nearly the same (u <
taper employed), while the remaining portions of the side radii-. cp). The approximate number of lobes wihin this region is
tion patterns are decorielated. Radiation patternt obtained at found by equating p + 1/2 or p + I to P,1/X2 , from which
"two different frequencies from a single array also exhibit similar p ý Q/2 or Q where Q is the reciprocal of the fractional band-

Spropertles in the main lobe and first few sidelobes. However, the width.
remainder of the sidelobe pattern does not fully decorrelate with The number p is the number of sidelobes left relatively un.
a change of frequency; instead, the correlation progresively de- changed by widening the spectral width of the radiation, while

creaems wth angle from the main lobe at a rate determined by the remainder of the radiation pattern tends to be smoothed
the Q (reciprocal fractional bandwidth) of the radiation, toward the average sidelobe level. The array parameter n re-

"The theory presented here Is an asymptotic low Q (Q -- 0) ducts from approximately L/I to approximately Q. Hence, the
wide-band theory. The earlier monochromatic theory (6], power ratiu of the peak sidelobe to the average sidelobe, minus

* (71 may be considered an asymptotic narrow-band theory a small additive constant, becomes approximately In Q rather
w(Q -• a). The transition region occurs when Q is in the neighbor, than In (L/I). In general. the signal spectrum will consist of

"hood of the array size as measured in units of wavelength. Experi. more than two frequency .omponents. Although the highly "
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correlated sidelobe region is not clearly defined in the general a0 9
cae, we still expect n to be proportional to Q. i.e., n - Q.
where a depends on the spectrum shape and lies in the neighbor-
hood of unity. Therefore In a will contribute to the additive -2,) 1

I. constant. Computer simulation experiments verify the linear
relationship between the peak sidelobe level and In Q. __.

VI. COHERENT COMBINING (a)

* The argument above generally pertains both to coherent Q - i"
and noncoherent combining. The detailed correlations between".
radiation patterns at different frequencies differ for the two - "
cae, and are now developed. ....

The manner in which the sidelobe radiation patterns decor-
relate with frequency can be calculated from the cross correlation "__
fu! -tion of two patterns at two different frequencies. The fre- (b)r" • quencies are distinguished in the equations below by subscripts f . .
l and 2:

R12 -E(FF2} ,NE~e-i&W C}+(Nl-N) -20
,J.:"~e~oZufC}E{e-i(°lo4'4D)ZU€} (22) .. . ... ". .

where fo m wo/2v Is either one of the frequencies and Af ( Cc)
, A,-,/2r is the frequency separation. Let x be distributed uni. 0 o,
formlyin the intervalI-L/2, L,71J. Then $=a -f~Lt

I /.
," ,. Eel,,l}=I [e-IA•=/ . x •.u.

I.' '-" ~ ~ J ." -- 2.
LI

- "..L- I- - - - ,.- I -

sin (Aw.,Luf2c) (d)
•,..LU/2c Fig. 6. Efrect'o. bandwidth on side radiaUon pattern. 800 wavelength

random array. 200 clements.
k sin (AwLu/lc) sin (woLu/2c) correlated. Since the array parameter with monochromatic radia-

andhe ges A•N /2�woLu/2c Teon is n - (L/7)I(l + luol), the effective or reduced array

': parameter

(wo + Aw)Lu/2c (23) n = Lu (28)I + luo I X =Q(8

For a low density array N 4L/X and ahihQ(o0-A)
"the seFondter m Idn (rr3) much al r thand the fitone f ) and the power ratio of the peak sidelobe to the average level.Sth e se c o n d te rm iun (2 3 ) is m u c h s ma lle r th a n th e f irs t o n e fo r m i u s o e m a l d i t v c n t n t b o e s p r x m t l y IS,•.•minus some small additive constant becomes approximately In Q.
values of u a few beamwldths away from the main lobe. Then• - Thus both calculations lead to the same result.

tin (W,.Lu/2c) It is evident that large bandwidth is helpful in reducing the
A1 2 MaN A-1I/2C (24) peak sidelobe by reducing the array parameter. However, the

payoff is relatively slow because of the logarithmic relation be-
and the patterns ae decorrelated when tween PSL and the array parameter n. For example, the ex.

/(25) pected value of PSL/ASL of a narrow-band random array in which
the aperture size L - 105 X Is 13.5 (calculated from [61 or 171).

for then A12  0 0. Equation (25) =n be written in terms of the If the signal bandwidth is increased to I percent of the carrier
frequency separation requited to achieve decorrelatlon at and frequency (Q - 100), the expected value of the peak drops to
beyond a given value of u 6.6, a reduction of 3 dB. A further broadening of the band-

, Awidth by a factor of 10 reduces PSL only by another 2 dB.
. , (26) Fig. 6 shows the effect of bandwidth upon a thinned. random

2* Lu Lu array. The radiation patterns are of a 200 element linear random
or In terms of the Q of the microwave source array 800 wavelengths long for three different signal bandwidths.

"f Lu In Fig. 6(a) the signal is monochromatic while the Q In Fig. 6(b)
In - o "(27) Is II and in Fig. 6(c) It is 2.8. The ragged sidelobe behavior of•af X Fig. 6(a) nearly disappears when the Q is lowered to that of
In (27) u Is the angle beyond which the sidelobe patterns are FIg. 6(c). The reduction in the sidelobe envelope is evident in.. decorrelated and u/(l + I uo I), Uo - beamateering angle, is the the composite plot shown in Fig. 6(d). ,Athough we are mainly

fraction of the visible region in which the sidelobes are not de. interested in the reduction of the high sialelobes which occur
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in the near sidelobe region, it is worthwhile to notice that the
average level of the distant sidelobes hu also reduced appreciably. -2,

VII. NONCOHER.ENT COMBINING to, . ." LiC

The alternative to coherent utilization of the entire spectrum - - L/. ,110
of the signal is noncoherent frequency diversity combining, which PSL
generally is a more practical technique. This is because wide-band '.S.1..,o" 0"
frequency.hopping generators are more common than broad.
band generators of modulated microwave waveforms. The availa.
ble waveform is a succession of narrow-band signals (such is RF 01 > . .

pulses) at frequencies f., f2, '", and f". The receiving sysem
images on each pulse and then superimposes the images.

The frequency separation A' which results in independence in rig. 7. Expected asymptotic peak sidclobe behavior as a function of the
the sidelobe region may be calculated from the cross correlation fractional signal bandwtidh (Q-I) and array size (I./, .
function as was done above for the wideband signal waveform.

However, the cross correlation must be calculated between the Let I'(w) = F ,r)} be the Fourier spectrum of tt). By
power patterns at the two frequencies rather than the complex Parseval's theorem (33) equals
radiation patterns. As is seen below, decorrelation occurs at the
same frequency separation as for coherent frequency diversity. i '1

Writing the radiation pattern as the sun of two quadrature, p(u; Uo) i'e2'It,, .. t-

frequency-dependent components a(u) + jb(u). the power pattern
is (34)

p(u) = d1 (u) + b'(u). (29) The exponential term is recognized as the wide.band equivalent
of the monochromatic function exp Uk(x, - x,,,Xu - Uo)] :as in

The correlation function between patterns with different wave. the monochromatic theory, the double sum of that function is
numbers is (dropping the angular variable) the power pattern. Thus

SR12 -E.p(k1 )p(k2 )) = E(a2(ki )2(ka} ( (35) -

+ Eaa(k, )ba(k2)} + E{ba(kI )a2(k2))

+ E6b(k )b1(ka)}. (30) in which 1l a is the power pattern at frequency w when the
array is steered to uu.

Since a and b are Gaussian, the fourth moment theorem Now lpt

LX,2 xVx,} [sin(~L x p+ui, V() = Vo I 6(w - uo -g w.,). (36)
+h radmtion2X3, -osit 21o9934 (31 jr I pcta lnsspcd 2".

is applied and with assumptions similar to those made for the Thepi radiatind cnist of G~a +Th sen t~ilnsspcdb

coherent cawe. we getocuynabndW=G,.Te
G/2 m

R~z=NJ X +L AwLu/2c (32) 0 I -. + ()

The constant additive term is the square of the nonzero mean of Equation (37) is the sum of G + I power patterns, which is
the poweratrnt anditie telays no spuart i the nconzero an of the exactly the same output obtained when the spectral lines are
the power pattern and plays no part in the decosrelation of1 the radiated sequentially. Thus simultaneous transmission (wide.
pattern with frequency. The econd term is the square of (24). band signal) followed by square law detection and integration,
Hence the power patterns become decorresated at the same
frequency separation that decorrelates the complex radiation and sequenty transmission (frequency hopping), result in the -pattern, namely that value given by (26). same system output.pi te n ,na e y h a v l u iv n y 2 6 .S ince b o'th co herent and nonco heren t freq uency d iversity -

The equivalence between coherent combining (wideband wave. Since xbh t andncohren freq cies i a s
form) when a square law detector is employed and noncoherent combining exhibit simiar decorrelation properties, a single

test of the theory suffices. Fig. 7 shows the predicted asymptoticcombining (frequency hopping) of spectral components is estabv behavior as a function of Q. The ordinate is the power ratio ofradiated from a source at ni - L received at the nth the peak-to.average sidelobe level. The abscissa is logarithmic inradiated froasout hrce atu-uo. The wave receir ntiaa the n . When Q < L/'A the curve should rise linearly with In Q and
be independent of L/A. In the high Q region the curves should be

time from the source. Let T, - x,,u/c be the steering delay for independent of Q and should be spaced by In (LiIL'). Note that
the nth element for the arbitrary steering direction u. The array Fig. 7 is independent of AN. This should be approximately the
output following square law detection and integration i case for 5 < N < L/-. The lower limit Is required for the appli.

NV N cability of the central limit theorem 'which was used to derive
p(u; Uo) 1- u(t + tm - Tm)V'(t + t' - Tn)dt. the statistics of the side iadlaiclcn pattern. The upper limit insures

fm n that the array is thinned enough so that the stationary part of

(33) the side radiation pattern extends to most of the u-space.

G-32



STEIN1BERG AND ATTIA: SIDELOBE REDUCTION OF RANDOM ARRAYS 929

"so (Q " 0 and Q -- 0). An overshoot.undershoot phenomenon oc-
S. "_,curs in the transition region unaccounted for by either theory.

," APPENDIX I
". AN ASYMPTOTIC UPWARD-BIASED ESTIMATE

" Ls"ctc o.9 In this appendix, an asymptotic upward-biased estimator is

"",o .alculated based on the theory of level crossings of random
processes. The expected number of upcrossings of a certain

.. •..o level by the random process A(u) is first calculated, then a rela-
"�"ion is established betweeen this quantity and the probability

. . s , ,, 0, that the process will remain below that particular level. This 2
50 owill lead to the definition of our estumator.

IAs noted before, excep. for a few beamwidths centered

around the main beam, the side radiation pattern of a thinned
'" 1i 8 i "S n Q = -00 om imao rqno , oping random array can be considered a stationary random process.

- -Fig. 8. PSL/ASL versus Q in computer simulation frequency hoppig After Jf-fold incoherent averaging of independent side radiation
mexpetuent. Each datum pu:nt is the average of 10 samples (unmarked) as t ed a new rm e

E~a~h patterns, the amplitude distribution changes from Raylciglt"to approximately Gaussan of mean A - vf•A' and variance
, -- .( I - Tr/4).. In an interval of length 1, the expected num-

"t;h' •'' The results of niany i'requency-iopping simulation experi- ber of upcrossings of the level A0 by the random process A(u) is
,merits for /. - 50 and 100 are shown in Fig. 8. The expected given by 113]
asymptotic behavior is evident. The slope of the portion linear
with In Q in the low Q region is 1.06, in close agreement with E{UA 0} = I I A' Ip(AA0, A)dA' (38)

. theory, which predicts a slope approximately equal to unity. In

the high-Q region the asymptotic spacing, based on linear least where p(A. A) is the joint pdf of the random variables Alt)

and A' = dA(u)Idu. Since differentiation is a linear operation,•." mean squares fits to the data points. is 0.69. which exactly anA'=Au)d.Sneifrnttonsa tarpraon

equas suars fts o th daa pint, i 0.6. wichexatly A(u) will also be approximately Gaussian; furthermore, since a" .4' equals the predicted spacing of In (100150). The central region Atina ando process an sdiatv areuorelatea" '' exhibits an overshoot-undershoot characteristic which cannot stationary random process and its derivative are uncorrelated

S e s r ui [14], A(u) and A'(u) are independent. Thus we can writebe predicted from the asymptotic theory.+'. p(A, A') p. (,A) • pa.(A4)

VIII. CONCLUSION (A--A) .4(

Element position diversity is shown to be useful in reducing -exp -- + (39)
the peak sidelobe level of random arrays. Dual diversity reduces 2fOA. L
"the peak sidelobe by 2 to 2.5 dB. The improvement grows with where oa is the variance of the Gaussian random variable A'.

. antenna size. The asymptotic improvement is 3 dB, which is Substituting (39) in (38) and performing the integration we
"exactly the improvement that would be obtained by coherent getcombining of the signals received by both antennas. Thus the ErUA o} = - oep'L

U process is asymptotically efficient. For higher orders of diversity, 21r -cbj (4,20o)"the peak sidelobe approaches the average sidelobe power level. Substituting C ' N(I - sr/4)/Mf in (40) and solving for A 2/N
2

Two closely spaced asymptotic estimators have been derived, one we obtain
downward-biased and the other upward-biased. The two esti. A 14 V'i' 2b (2 - I'12W
mators bound the computer simulation results. The derived ex- Ba(M) ° I- + + - I
presoions are valid whenever the diversity order M is greater than 4N V• , -

" or equal to five. (41)
S"' . Wide-band frequency diversity also reduces the high sidelobe where

' level of the random, thinned array. T1he behavior of the peak J_(2
sidelobe level is found to be similar under both coherent and non- b' In (42)
coherent frequency diveritty. An important difference between 02(I - Oa,•'.•,, them, however, it that coherent combining reduces the average and
level of the distant sidelobes as well. In monochromatic theory,

w the peak ddelobe power level is found to be proportional to ! -E{UA0J. (43)
In L/A plus a small constant, The theory developed in this paper Since we are interested in the peak of the process, we consider

4.4 ,,: shows that the peak sidelobe power level is proportional to only levels At which are high with respect to the expected value
In Q plus another small constant when Q < L/.A. (The propor- of A(u). It is shown in [151. [1 I. and 1171 that for such high
lionality constant in both cases is N-I where N is the number levels, the expected number of local maxima above Ao ap-
of elements. Q is the reciprocal fractional bandwidth and L/I proaches the expected number of upcrosslngs of Ao. Also,

6 !+ is the array size in units of wavelengths.) Thus the peak side- (II] shows that the expected value E{VA 0 } of the number of
lobe level first rises logarithmically with Q and then asymptotes upcrossings in the sidelobe region is an upper bound on the
to a value determined by array size and number of elements, probability P{UAo > I) of at least one upcrossing of Ao in the
The transition takes place in the neighborhood of Q * L/I. same region. In order to show this, let PA, be the probability of

Simulation experiments confirm both asymptotic theories exactly A upcrossings of A. Thus. EjUA0 1 =1Z. kP,,. and
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*P{U, 0>1)I} Z,. I Pk~. Therefore. P{UA 0 1) II E{UA 0) but since
and E{UAO) is an upperbound on P(A > ). we expect 2a 2 4
that this bound becomes tight for smal values of E{UA O) be- M

*cauae, in this case, the probability of obtaining more than one we obtain
upcrossing in the sidelobe region is negligible compared to the a~ R"()

*probability of obtaining zero or one upcrossing (I I. Also, it T- (46)
is clear that a >s PUA 0 = 0). which is the probability that the 0

process will remain below the level All and we expect (he two Tuthraio./ sntafntonoM Asitsesytsee
* sdes of the inequality to become very close to eac~h other fur that this ratio does not depend on N. Equation (46) is the basis
* values of i3 close to unity. for the simulation experiments. Fixing L/)i, the u-space auto.

From (41) and (42). we see that Hfj is a monotonically in- correlation function was calculated for several 20 element arrays;I..creasing function of 13. Thus, if we define 0' - Pf U, = 0) then attention was focused ciit the region around the origin. The out-
the corresponding normalized level Bý will satisfy B'H < t comes of 10 experiments were averaged and the resulting auto-
since i' C% 1- Thus.Bu is always an upward biased estimate of correlation function was used to calculate K = 3,-/o, through
Bý. (46), where a sixth-order polynomial was used to fit the data

Nextwe urnto he robem f clcuatig te rtioo'o and approximate R(u), The above was repeated for eight dif-
in 42. Te ariance of A'(u) is o2 - R"(0) where R,(u) ferent values of L, X_ A regression procedure yielded the value

i(4..Teva a a 0
d2R.(u)Idua is the second derivative of the autocorrelation K = 2.77 LAX.p function of A(u) (16)- Also, since differentiation is a linear
Operation, it is clear that a.2- = KYi7 where K2 is a constant of REFERENCES
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